Contents

1 Introduction

1.1  Topic, Motivation and Main Goals . . . . ... ... ... ...
1.2 Overview of the Thesis:
Hypotheses, Methods and Results . . . . ... . ... ... ...
1.2.1 Corpus-Based Collocation Identification . . . .. .. ..
1.2.2 A Representation Model and Database for Collocations .
1.3  Contributions of the Thesis . . . . . ... .. ... ... ....
1.4 Applications . . . . . . . . ..
1.5 Collocations . . . . . . . . . . ...
1.5.1 Terminology & Definitions . . . . . .. . .. ... . ...
1.5.2  Syntactic Properties . . . . . ... ... ... .. ...
1.5.3  Restrictions in Generativity . . . . ... ... .. ....
1.5.4  Summary of the Characteristics of Collocations Relevant
for the Current Study . . . . .. . ... ... ... ...

Prerequisites
2.1 Stateof the Art . . . . . . .. ...
2.1.1  Techniques for Corpus-Based Collocation Extraction
2.1.2  Representation Models for Collocations . . . . .. . ...
2.2 Corpus Tools and Training Data . . . . . . ... ... ... ...
2.2.1 Markov Model Technology for Shallow and Robust Syn-
tactic Processing . . . . . . . ... ... ..
2.2.2 Negra — A Syntactically Annotated German Newspaper
Corpus . . . . . . .
2.3 Statistics . . . . . . ..
2.3.1 Measures Applied for Collocation Identification . . . . .
2.3.2  Statistics Employed for Significance Testing . . . . . . .
2.4 Database Technology . . . . . . .. . ... ... ... ......
2.4.1 The Concept of a Relational Database . . . . ... ...
2.4.2 The Core Machinery . . . .. ... ... ... ......

10
11
12
14
14
18
24

26

27
28
28
32
35



CONTENTS i1

3 Construction and Characteristics of the Extraction Corpus 54
3.1 Introduction . . . . . . . . ... 54
3.2 An Architecture for Automatic Syntactic Preprocessing of Large

Text Corpora . . . . . . . . e 56
3.3 Characteristics of the Extraction Corpus . . . . ... ... ... 57

3.3.1 Information Utilized for Selection of Collocation Candidates 57
3.3.2 Distribution of Words and Word Combinations in Text . 60

3.4 Classes of PNV-Combinations . . . . ... ... ... ...... 64
3.4.1 An Overview . . . . . . .. ... 64
3.4.2 Idioms and Figurative Expressions . . . ... ... ... 70
3.4.3 Support-Verb Constructions . . . . ... ... ... ... 74
3.4.4 Highly Recurrent PNV-Combinations . . . . . ... ... 80
3.4.5  Frequency Distributions according to

Collocation Classes . . . . . . . . . .. ... .. ..... 85

3.5 Conclusion . . . . . . ... 88

4 Corpus-Based Collocation Identification 90

4.1 Introduction . . . . . . . . ... 90

4.2 Lexical Tuples: Numeric versus Syntactic Span . . . . . . . . .. 91
4.2.1 Extraction Experiments . . . .. ... ... ... .... 91
422 Results. . . . .. . 93

4.3 Characteristics of the Collocation Candidates . . . . .. . . .. 104
4.3.1 Linguistics-Driven Candidate Selection . . . . . . . . .. 104
4.3.2  Frequency-Based Candidate Selection . . . . . .. .. .. 113

4.4 Models for Collocation Identification . . . . . . ... ... ... 117
4.4.1 Lexical Cohesion Measures . . . . . . . . .. ... .... 117
4.4.2  An Entropy Model for PP-Instances . . . . . . .. .. .. 119
4.4.3 Kwic-Based Identification of SVCs . . . . . . ... ... 120

4.5 Conclusion . . . . . . . . 120

5 Experiments 123

5.1 Introduction . . . . . . . ... 123

5.2 Hypotheses to be Tested . . . . . . . .. . ... .. ... .... 124

5.3 Evaluation of the Association Measures . . . . . . . . ... ... 125
5.3.1 Experment I . .. ... ... ... ... ... ... . 126
5.3.2 Experment IT . . . . . . ... ... ... ... .... 131

5.4  Evaluation of the Kwic-Based Model . . . . . . ... ... ... 140
5.4.1 Expermment IIT . . . . ... ... ... ... ....... 140
5.4.2 Experiment IV . . .. ... ... 0L 144

5.5 Ewvaluation of the Entropy Model . . . . . . . ... ... .... 147

5.5.1 Experment V. . . ... ... 0L 149



CONTENTS 111

5.6 Summary ... ... e e 154
5.7 Control Experiments . . . . . . ... ... ... ... .. ..., 158
5.7.1 A Corpus of Newsgroup Contributions . . . . .. . ... 159
5.7.2  Comparison of the Newspaper and the Newsgroup Corpus 160
5.7.3 Testing of the Models . . . . . . .. ... .. ... .... 162

5.8 Conclusion . . . . . . ... 170
6 A Framework for the Representation of Collocations 172
6.1 Introduction . . . . . . . . ... 172
6.2 Competence-Based Representation . . . . ... ... ... ... 173
6.2.1 Lexical Representation of the Collocates . . . . . . ... 173
6.2.2  Structural Properties of Collocations . . . .. ... ... 173
6.2.3 Representation of PP-Collocates . . . . . ... ... ... 174
6.2.4 Collocation-Specific Properties . . . . . . . .. ... ... 176

6.3 Collection of Real World Data . . . . ... ... ... ...... 176
6.3.1 Typical Lexical Realizations . . . . ... .. ... .... 177
6.3.2 Modification Patterns. . . . . . . ... ... ... .. .. 180
6.3.3 Recurrent Syntactic Realizations . . . . ... ... ... 182

6.4 CDB — The Collocation Database . . . . . ... ... ... ... 183
6.4.1 The Entity-Relationship Model . . . . . ... ... ... 183
6.4.2 Relations and Attributes . . . . . . ... ... ... ... 185

6.5 Example Queries . . . . . . .. ..o 191
6.6 Additional Facilities . . . . . . ... ... ... ... ... 196
6.6.1 Exploitation of the Database Output . . . . . .. . ... 196
6.6.2 Automation of Database Construction . . .. ... ... 197

6.7 Conclusion . . . . . . ... 198
7 Summary and Outlook 199
7.1 Summary ... e 199
7.2 Outlook . . . . . . . . . 202
7.2.1 Collocation Identification . . . . . . ... ... ... ... 203
7.2.2 Additional Levels of Description . . . . . ... ... ... 204

7.2.3 Follow-up Projects . . . .. . .. ... ... .. ..... 205



CONTENTS v

Acknowledgements

First and foremost, I would like to thank my supervisors Hans Uszkoreit and
Harald Trost. I must especially thank Hans who patiently worked through several
versions of this thesis, and provided fruitful discussion, criticism and support.
No less am I indebted to Harald for his patience and support during the final
year of working on the thesis. I also owe special thanks to Gregor Erbach, who
read the first draft and provided a number of helpful comments, and to Gerald
Passath for commenting on the experimental part of the thesis.

[ owe a large debt of gratitude to my former colleagues from SFB 378: to
Thorsten Brants for kindly letting me use his part-of-speech tagger Tn'T', and to
Wojciech Skut for the phrase chunker Chunkie; these tools are at the heart of
the syntactic processing methods used in preparing the corpora for collocation
extraction. Stephan Oepen, my third coinhabitant, was equally helpful in allow-
ing me to use TSDB, the database management software behind the collocation
database CDB developed in the thesis. Steffan Corley from Sharp UK kindly
allowed me to use Corset, which has been very useful for extracting lexical n-
grams from corpora with numeric span as the metric. All of these people not
only donated their software but gave help and support in customizing it to fit
my needs.

I am also indebted to the Department of Computational Linguistics at Saar-
land University for kind permission to use the Negra corpus, and likewise I owe
my thanks to DFKI Saarbricken and the Seminar fur Sprachwissenschaft at
Tubingen University for kind permission to employ the newsgroup corpus built
as part of the FLAG project; particular thanks go to Berthold Crysmann from
DFKI. T also owe a great debt to Christer Samuelsson who was patient enough
to teach me at least some statistics. I would also like to extend my thanks to
Martine Grice and Martin Corley for helping with the English translation of
the collocation examples. I would also like to thank various colleagues within
the Saarbriicken computational linguistics community and colleagues at OFAI
and IMKAT in Vienna for numerous helpful discussions and support. Particular
thanks go to Robert Trappl from IMKAI/OFAI for his constant care to keep
up a stimulating and rich environment for research on Al and LT. Last but not
least I wish to thank my family who made it possible to devote large parts of
my time to research.

During the work on the thesis, I was financially supported by: Universitat
des Saarlandes, FR 8.7 Computerlinguistik; Deutsche Forschungsgemeinschaft
(DFG) through SFB-378 “Ressourcenadaptive kognitive Prozesse”; Deutsches
Forschungszentrum flir Kinstliche Intelligenz (DFKI); Austrian Science Fund
(FWF) through the project C-Perform; Osterreichisches Forschungsinstitut fur
Artificial Intelligence (OFAI).



Chapter 1

Introduction

1.1 Topic, Motivation and Main Goals

The work presented in this thesis is a contribution to the integration of genera-
tive aspects of collocations, 1.e., lexically determined word combinations within
particular syntactic structures,! and those characteristics of collocations which
cannot be covered by existing grammar theories, such as collocation-specific re-
strictions in morphosyntax, and in structural and modificational flexibility. A
corpus-based approach 1is for the time being the most promising means to account
for these seemingly arbitrary and static aspects of collocations. The situation is
perfectly reflected in the two major strands of recent computational linguistics
research on collocations, namely the competence grammatical approaches to the
representation of collocations, and the work on corpus-based collocation identifi-
cation which strongly relies on statistical models of word co-occurrances. While
the former try to account for the nongenerative bit of collocations by enumerat-
ing seemingly important variants, the latter still pay far too little attention to
grammatical properties of collocations. Even though the positive effect of em-
ploying linguistic information in stochastic collocation identification 1s widely
acknowledged.

The main problem of the two lines of research is that the according com-
plementary aspects are not properly treated, i.e., the grammar theoretical ap-
proaches account for the fuzziness of collocations mainly by enumerating variants
identified by introspection which, however, 1s doomed to failure, not least be-
cause collocations vary with respect to language domain as well as with respect
to personal preferences. The statistical approaches, on the other hand, employ
linguistic knowledge, if at all, in a fairly rudimentary and unsystematic way.

In this situation, the thesis aims at bridging the gap by, on the one hand,
systematically employing linguistic information throughout the whole process

!The notion of collocation as used in this work is defined in more detail on page 15ff.



1. Introduction 2

of identifying collocations from corpora, and on the other hand by combining
standard grammatical descriptions of collocations with large scale corpus evi-
dence. Whereby the grammatical descriptions allow collocations to be linked to
the standard generative rules of grammar, and the corpus data give access to the
aspects of collocations which are reflected in language usage, but the underlying
grammatical principles are not yet understood. The work is thus conceived as an
initial step, a precondition for developing an appropriate theory of collocations.
Apart from this, the study has a variety of applications including structural
ambiguity resolution in parsing, improvement of the naturalness of lexical selec-
tion in generation, the construction of new types of lexica combining abstract
linguistic description and corpus evidence, identification and representation of
collocations for machine translation, and many more.

Competence versus Performance Aspects of Collocations

Grammar Theory: The current situation in grammar theory can be de-
scribed as follows: Even though language usage i1s full of lexically motivated
word co-occurrences and restrictions to the full generativity of grammar, gram-
mar theories focus on generative aspects only. Lexical restrictions are rather
viewed as syntactic anomalies (cf. [Fleischer, 1982]) than as genuine aspects of
grammar. Accordingly, grammar theories are typically not well equipped for
dealing with collocations. As a consequence, special treatments for collocations
have been suggested, see for instance [van der Linden, 1993] for a Categorial
Grammar approach to collocations, [Krenn and Erbach, 1993] or [Riehemann,
1997] for representations in Head-Driven Phrase Structure Grammar (HPSG),
only to mention a few examples. A controversial issue is also the classification
of collocations as lexical or phrasal phenomena, nevertheless a strict distinc-
tion of lexicon and grammar has been abandoned in grammar theories prevalent
in computational linguistics such as Categorial Grammar, Lexical Functional
Grammar, HPSG, or Tree Adjoining Grammar.? A view which is also supported
by mentalist theories, e.g. [Bolinger, 1976], where it is argued that there is no
strict separation between grammar and lexicon within mental reality. Similarly,
in the representation model developed in the thesis, lexical and structural prop-
erties of collocations are represented in an integrative way. Moreover, the model
1s designed such that it allows supporting a uniform representation of compe-
tence grammatical information and real-world data automatically identified from
text corpora, thus accounting for generative properties of collocations as well as
peculiarities of their usage.

2See [Morrill, 1994], [Bresnan, 1982], [Pollard and Sag, 1994], [Joshi and Schabes, 1991].
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Corpus-Based Approaches: Current approaches to collocation identifica-
tion basically rely on the higher recurrence of collocational word combinations
in text corpora compared to lower recurrence of noncollocational word com-
binations. The use of numeric spans® is the prevalent strategy for identifying
candidate data from text corpora. The lexical closeness of the word combina-
tions identified is then calculated employing statistical measures computing the
relation between joint and marginal probabilities of word combinations.

Occurrence frequency, indeed, is a useful indicator for collocativity. This
claim 1s supported by frequency counts from corpora as well as by psycholin-
guistic experiments, e.g. [Lapata et al., 1999]. However, the sparse data problem
remains in a purely frequency-based approach, i.e., a large number of word
combinations that are judged as collocations by humans occur only once in
a certain corpus or are missing at all. In addition, there i1s also a number of
highly frequent word combinations in each corpus which are collocational just
in terms of occurrence frequency within the particular corpus. Moreover, col-
locational and noncollocational word combinations do not necessarily differ in
their frequency distributions. Thus i1t follows that a frequency-based approach
needs to be combined with linguistically-motivated strategies which 1s widely
agreed on in the literature, but not yet consequently pursued. (Cf. [Manning
and Schiitze, 1999] for a brief overview of methods for collocation identifica-
tion.) Syntactic information, if at all, has been either used for postprocessing
the statistically determined collocation candidates, or for specification of the set
of candidate data from which then collocations are extracted, see for instance
[Smadja, 1993], [Breidt, 1993], [Daille et al., 1994]. The notion of numeric span
has already been infiltrated with syntactic constraints in work on identification
of German support-verb constructions where span size and position of the words
are defined by linguistic criteria, see [Breidt, 1993] and [Docherty et al., 1997].

Thus one aim is to investigate how the application of linguistic constraints
for selecting candidate data from the extraction corpus can improve the set of
collocation candidates being the basis to which models for collocation identi-
fication are applied. Moreover 1t 1s investigated how statistical techniques and
linguistics-based strategies can be combined in the identification models in order
to improve collocation i1dentification. In order to do so, a broad empirical study
on collocation identification is pursued investigating the feasibility of various
models for identifying different types of preposition-noun-verb (PNV) colloca-
tions from candidate data constructed according to different morphosyntactic
and syntactic constraints.

In the following, the main goals of the thesis are summarized.

3i.e., collocation partners are selected by means of distance expressed by the number of

words in between.
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Main Goals of the Study

Systematic access to real-world data is required, in order to gain insights into
the nature of the interaction between lexicalization and grammatical genera-
tivity, and to exploit knowledge on lexicalization processes for linguistic theory
and computational linguistics applications. Accordingly, the study focuses on
the following goals:

1) Development and implementation of computational linguistics methods
and tools that allow automatically identifying collocations from arbitrary
text;

2a) Specification of a representation model for collocations that accounts for
linguistic regularities of collocations and actual occurrences in various texts;

2b) Development of the data scheme and construction of a collocation database
to store abstract, linguistically motivated specifications of collocations, as
well as actually occurring instances identified in real text.

While goal 1) aims at flexible and efficient access to collocations in machine-
readable corpora of arbitrary size and domains, and thus is essential for ac-
quisition of the basic material required for further investigations, goals 2) aim
at providing instruments for analysis and evaluation of the collocation data. A
hybrid approach is pursued for both collocation identification and representa-
tion by combining linguistic knowledge and statistical information gained from
real-world text. The approach is exemplified on German PP-verb collocations.

1.2 Overview of the Thesis:
Hypotheses, Methods and Results

The notion of collocation employed in the thesis is presented 1is section 1.5.
The prerequisites for the work are described in chapter 2. Two kinds of pre-
requisites are distinguished: (i) the state-of-the-art with respect to techniques
for corpus-based collocation identification, and the state-of-the-art for represen-
tation models for collocations (section 2.1); (ii) techniques and tools for syntactic
preprocessing of large corpora (section 2.2), state-of-the-art statistical models
for collocation identification which are amongst others investigated in the thesis,
(section 2.3.1), methods of inference statistics applied for testing the significance
of the experimental results (section 2.3.2) and in section 2.4.2, the database man-
agement system behind the collocation database.

As already indicated by the main goals, the thesis thematically divides into
two parts,
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1. Strategies, methods and tools for corpus-based collocation identification.

2. Specification of a representation scheme for collocations, and implemen-
tation of a collocation database.

Part 1. begins with a discussion of the need for syntactically enriched cor-
pora as a starting point for collocation identification (chapter 3). As very large
numbers of data are required, an architecture for automatic syntactic prepro-
cessing of arbitrary text is presented in section 3.2. The characteristics of the
thus gained extraction corpus are described in section 3.3, and three classes of
preposition-noun-main-verb combinations are identified in section 3.4 which are
the reference basis for the empirical studies on collocation identification.

In chapter 4, the feasibility of numeric versus syntactic spans for selection
of appropriate collocation candidates from the syntactically enriched extraction
corpus is discussed (section 4.2). As the investigations clearly show that syntac-
tically motivated candidate selection 1s superior to a selection based on numerical
spans, a number of candidate sets are examined resulting from applying different
syntactic constraints for candidate selection from the extraction corpus (section
4.3.1). In addition, implications of a frequency-based candidate selection are
discussed 1n section 4.3.2. In section 4.4, three kinds of models for collocation
identification are presented each of which modeling one of the characteristics
employed for defining collocations in the thesis. A variety of experiments is pre-
sented in chapter 5 providing an empirical background for judging the feasibility
of the models for identifying different types of preposition-noun-verb collocations
from different kinds of base data. As the empirical study is the first of its kind, 1t
aims at exploring the ground instead of going into depth for a few cases. Thus a
number of experiments are conducted varying the test samples from experiment
to experiment. The most important results can be found in sections 5.6 and 5.8.

Part 2. of the thesis (chapter 6) is concerned with defining a representation
model and relational database for collocations combining competence-based des-
criptions and real-world occurrences of collocations. In section 6.2 the compe-
tence part of the representation model 1s described, the example base 1s presented
in section 6.3. The relational model of the collocation database is provided in
section 6.4, and example queries are given in section 6.5. Facilities for further
exploitation of the database output, and for semi-automatic construction of the
database entries are sketched in section 6.6.2.

A final summary and outlook of the thesis is given in chapter 7.

In the following, a more detailed overview of the thesis is presented summa-
rizing the underlying hypotheses, the methods employed and the results of each
part.
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1.2.1 Corpus-Based Collocation Identification

Linguistics-Driven Identification of Collocation Candidates from Text
Corpora

Hypothesis

Syntactically annotated corpora, in contrast to raw text, allow a more
accurate set of collocation candidates to be identified.

Realization

Existing computational linguistics tools for shallow syntactic processing are ap-
plied for automatically annotating parts-of-speech and rudimentary syntactic
structure to an 8 million word sample of the Frankfurter Rundschau Corpus
(German newspaper text). Lexical tuples, the collocation candidates, are re-
trieved from the syntactically preprocessed extraction corpus according to the
following basic requirements: preposition and noun need to be constituents of
the same PP, and PP and verb need to co-occur within a sentence. In addition,
verbal full forms are reduced to base forms, in order to increase frequency counts
of morphosyntactically flexible collocates®. The resulting set of lexical tuples is
manually inspected for occurrences of true collocations which are used as refer-
ence data for testing the feasibility of purely statistical and hybrid models for
collocation identification.

Results

The vast majority of PNV-combinations occurs only once in the corpus. Thus
a very small percentage of word-combinations in texts can be used for statisti-
cal identification of collocations, i.e., 3 % of the preposition-noun-verb (PNV)
combinations in the extraction corpus occur 3 times or more, 6 % of this small
amount of data occur more than 10 times (occurrence frequency ¢ > 10). On the
other hand, the effort required for a proper treatment of high frequency word
combinations, e.g. ¢ > 10, 1s justifiable, as frequent word combinations cover
comparably large portions of running text.

Reducing verbs to their base forms leads to an increase in occurrence fre-
quency, but collocation density among the base form data declines compared to
full form data.

Comparing PNV-full and -base form triples has revealed that support-verb
constructions (SVC) and figurative expressions are reversely distributed in the

1For a definition of collocate see page 17.
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two samples, 1.e., the number of SVCs is higher in full form data, whereas the
number of figurative expressions 1s higher in base form data.

Highly recurrent word combinations are more likely to contain collocations
than low ranking data. Thus low frequency thresholds, such as ¢ < 3, are in-
appropriate for statistics-based collocation identification. In general, decreasing
thresholds lead to a decline in the density of true collocations among the data.

Two major groupings of lexically determined combinations could be iden-
tified from the set of PNV-combinations: combinations where two elements
(preposition-noun or verb-preposition) are lexically selected, and combinations
where preposition, noun and verb are lexically determined. Only the latter are
of interest for the present study. Three groups of PNV-collocations are identi-
fied: support-verb constructions, figurative expressions and pseudo-collocations
which are collocational simply because of their high occurrence frequency in the
particular corpus examined.

Numeric versus Syntactic Spans
Hypothesis

Syntactic spans are more appropriate for collocation identification than
numeric spans.

Realization

Three experiments are pursued on the extraction corpus: potential PN- and
PNV-tuples are retrieved (1) from the tokenized text, (2) from the part-of-speech
tagged text, (3) from the text annotated with rudimentary syntactic structure.
The resulting candidate data are examined with respect to the lexical material
covered.

Results

The results clearly show that accessibility of syntactic information i1s important
for increasing the proportion of true collocations among the candidates retrieved
from the corpus.

Numeric spans are only appropriate if defined in such a way that collocation-
specific linguistic units are covered. Spans of size three or four (with the verb
as rightmost element), for instance, are well suited for identifying preposition-
noun-verb (PNV) collocations from German verb final constructions. The notion
of numeric span, however, needs to be replaced by syntactic span, in order to
access the full variety of PP-verb combinations without unnecessarily increasing
the number of syntactically inappropriate PNV-combinations.
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Models for Collocation Identification
Hypotheses

According to the three defining characteristics of collocations — lexical selec-
tion, syntactic rigidity and recurrence — employed in this work, the following
hypotheses are specified:

Collocations are recurrent in language usage, and can thus be extracted
from large bodies of text applying statistical association models.

As the collocates of a collocation lexically select for each other, employing
collocates as key words will lead to an increase of identification accuracy.

Collocations can be reliably identified employing knowledge on collocation-
specific grammatical restrictions.

Realization

Three models for collocation identification are defined:

Model 1: Statistical association measures are applied for modeling recur-
rence of collocations in corpora. Two kinds of statistical measures are tested:
(1) Simple association measures that account for the ratio between joint and
marginal probabilities of word occurrences. These are mutual information M /[
as presented in [Church and Hanks, 1989] and the Dice-coefficient Dice. (i)
Models that account for the significance or typicality of the individual data
with respect to the sample under investigation. These are relative entropy I and
the log-likelihood statistics Lgl introduced in [Dunning, 1993]. For comparison,
a mere frequency-based approach freq is pursued.

Model 2: Syntactic rigidity of collocations is accounted for by computing the
entropy values of the PPs constituted by specific preposition-noun pairs. This
way, an information theoretic measure 1s employed for modeling grammatical
regularities that are distinctive for collocations.

Model 3: A kwic-based strategy is utilized to account for lexical selec-
tion between the collocates. The model 1s based on the assumption that the
occurrence of a collocate of a particular collocation triggers the occurrence of
the partner collocate(s). While statistical association measures account for this
characteristic of collocations by comparing probabilities of joint and marginal
word occurrences, the kwic-model 1s purely lexicon-based, and works without
reference to occurrence frequency.

Experiments: A broad variety of experiments are conducted for evaluating
the models. In the experiments, the following features are varied:
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e the thresholds determining the minimal occurrence frequency required for
the PNV-combinations to be in the test sample, i.e., samples containing
word combinations with occurrence frequency ¢ > 3, > 5, > 10 are distin-
guished;

e the syntactic constraints applied for selection of the candidate data, the
models for collocation identification are applied to base form and full form
PNV-combinations and to sequences comprising a preposition, a noun, and
a past participle;

e the extraction corpora, i.e., the major suite of experiments is conducted
on the basis of the subset taken from the Frankfurter Rundschau Corpus;
for comparison a sequence of key experiments 1s replicated on the basis
of a corpus of German newsgroup contributions. The corpora have been
selected as they strongly differ in domain and style.

The experiments are varied broadly, because at this early stage of research
an overview of the performance of the different identification models 1s required
as a precondition for more in-depth investigations to be conducted later.

For a summary of the particular hypothsis to be tested see section 5.2.

Results

A very brief summary of the results is given here, for more details see section
5.6 and 5.8.

It could be confirmed that the statistical association measures differ in their
suttability for collocation identification depending on the sample employed and
on the type of collocation to be identified. M I and Dice are the best association
models for identifying SVCs from highly recurrent full form data. I and Lgl, on
the other hand, are equally well suited for identifying SVCs from data containing
large portions of medium and low frequency PNV-tuples. MI and Dice are
better suited for identifying figurative expressions from base form data, whereas
I and Lgl are more appropriate for identifying figurative expressions from full
form data.

Frequency 1s a good identifyer for samples including pseudo-collocations, for
samples containing large portions of low frequency data and, with restrictions,
for samples of medium frequency data.

Accordingly there is no single best measure for identifying different types of
collocations from different samples.

The particular strength of the kwic-based approach lies in its ability to im-
prove the identification accuracy for SVCs when combined with a frequency-
based or an entropy-based candidate selection.
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PP-entropy is a clear alternative to the association measures for identifying
SVCs and figurative expressions from high and medium frequency full form
data, but also for identifying SVCs from high frequency base form data, and for
identifying figurative expressions from medium frequency base form data.

The results achieved from the newsgroup corpus confirm the general fin-
dings from examining the newspaper corpus, even though the two corpora differ
significantly. This speaks for the general validity of the results. The differences
between the results can in the first place be attributed to the differences in the
frequency distributions between the corpora. As there is less lexical variation in
the newsgroup corpus than in the newspaper corpus, collocation identification
becomes harder even from samples comprising highly recurrent word combi-
nations such as set A. As a consequence, methods that have been appropriate
for medium occurrence frequencies with ¢ > 5 in the newspaper corpus are now
well suited for collocation identification from high frequency data extracted from
the newsgroup corpus.

1.2.2 A Representation Model and Database for Colloca-
tions

Hypotheses

For the time being, collocations, especially the broad range of partially flex-
ible collocations, cannot be appropriately described by a purely competence-
based approach. In other words, theoretical understanding of collocations
1s still insufficient, and thus a means for controlled investigation of collo-
cations 1s required.

A database that combines a competence-based description of collocations
with real-world data is necessary for systematic investigations into collo-
cations.

Identification of collocations from real-world data and construction of data-
base entries needs to be automated, as a corpus-based approach to collo-
cations 1s very data-intensive.

Realization

Better insights into the grammatical properties of collocations require access to
both abstract linguistic descriptions and real-world occurrences of collocations.
In order to achieve this, the following methods and techniques are applied:

Feature-based description of collocations: Each collocation (type) is as-
sociated with a set of attribute-value pairs, representing on the one hand
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general features such as morphosyntactic and syntactic properties, and on
the other hand collocation-type-specific features.

Collection of real-world occurrences of collocation instances: Sentences
containing collocation instances (tokens) are automatically derived from
the extraction corpus and described with respect to general and collocation-
specific features.

Representation in a relational database: Abstract linguistic descriptions
(competence base) and real-world data (example base) are represented in
a relational database. Thus flexible access to all kinds of information rep-
resented 1s possible, and a variety of generalizations over the data can
be made which are indispensable preconditions for closer investigations of
collocation phenomena.

As far as possible, the database entries are automatically generated from
the corpus data. Generalizable information is stored in the competence base,
whereas highly varying information is represented by means of the example
base. Collocation relevant information that cannot be inferred from the data is
manually added to the competence base.

Results

The database currently contains descriptions for approximately 1 000 colloca-
tions (467 SVCs and 560 figurative expressions). Each collocation is described
by a number of corpus examples (sentences containing the collocation) and by a
linguistic description which contains information on syntactic structure as well
as a collocation-type-specific analysis. This way, linguistic analysis and actu-
ally occurring data complement each other. As the representations are stored in
a relational database, different views on the data can be generated, and thus,
together with the extraction component, a tool 1s available that allows for sys-
tematic studies of collocations, and their usage or function in text. Moreover, the
example base can be used for training statistical models of collocations. Methods
for automating the database construction have been developed and appropriate
tools have been implemented.

1.3 Contributions of the Thesis

The present study provides computational linguistics methods and tools for col-
location identification from arbitrary text, and methods and tools for represen-
ting collocations in a relational database integrating competence and perfor-
mance information. The work differs from existing approaches to collocation
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identification in systematically utilizing collocation type-specific linguistic infor-
mation for identification of collocations by exchanging numeric with syntactic
spans, by employing entropy to model grammatical rigidity, and by using po-
tential collocates as lexical keys. To the knowledge of the author it is the first
attempt employing PP-entropy for the distinction of collocational and noncol-
locational PNV-combinations. The work is also the first providing experimental
results on differences between models for automatic collocation identification
depending on factors such as sample size, sample type and collocation class.
With respect to collocation representation, the work is the first systematically
and in a large scale combining competence-based descriptions of collocations
with actual occurrences in text. Another novel feature is the automation of both
collocation identification and database construction.

For validation, the following strategies have been applied:

Empirical validation: Two text corpora of different origin and style have
been used for testing the models for collocation extraction. The corpora are an
8 million word subset of the Frankfurter Rundschau Corpus and a 10 million
word subset of newsgroup contributions. The outcome of the extraction models
1s compared to a list of manually selected word combinations representing the
set of true collocations within the test data.

Statistical significance tests: In order to judge the differences between the
models, statistical significance tests have been applied, i.e., the y? test for com-
paring k independent samples, and its special case, the y? test for comparing
two independent samples.

1.4 Applications

Linguistic Theory: The methods and tools presented permit a high degree
of flexibility in corpus selection, accessing of arbitrary amounts of data,
and automatically combining various levels of description such as standard
lexica and competence-based as well as performance-based collocation rep-
resentations. Thus, for the first time, the preconditions are settled for sys-
tematic investigation of a principled approach to collocations. This allows
developing a theory where collocations are an integrative part of grammar,
hopefully shedding more light on the underlying principles that lead to the
grammatical rigidity of collocations as it can be seen on the surface.

Parsing: Lexical collocations are valuable indicators for syntactic structure,
and thus they are expected to be useful for parse pruning. PP-attachment
which 1s one of the hard problems in parsing is expected to be improved by
employing knowledge on preposition-noun, preposition-verb and preposition-
noun-verb collocations.
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Generation: Data-driven lexical selection in generation is supported by the
automatic access to bodies of collocation realizations grouped according
to their occurrence in particular corpora and domains. Which leads to an
improvement of the naturalness of the utterances generated.

Computational Lexica: The collocation database is the basis for constructing
collocation lexica for analysis and generation. The approach can also be
applied for the creation of multi-lingual collocation resources.

Dictionary-Cum-Corpus: The collocation database is a prototype of a dic-
tionary-cum-corpus where the dictionary entries consist of generalized lin-
guistic descriptions of collocation types and collections of corpus data (to-
kens). The representation is such that corpus evidence and linguistic de-
scription model two aspects of a coherent whole.

Machine Translation: As word-to-word translation is not possible for a vast
majority of collocations, automatic access of relevant mono-lingual colloca-
tions is important. Automatic identification of typical word combinations
from monolingual texts is thus a useful precondition for the construction of
bi- or multi-lingual language resources. High flexibility in collocation iden-
tification and representation is particularly important for creating lexical
resources for arbitrary domains. The technology developed for identifica-
tion and storage of collocations may also be employed for building and
enhancing translation memories which relief professional translators from
repeatedly translating similar segments of text.

Lexicographic Workbenches: The tools for collocation identification pre-
sented 1n this work are well suited for being incorporated into lexicographic
workbenches. Because of the modularity of the architecture, the individual
tools can be used independently of each other. The tools allow word com-
binations to be preselected according to a combination of linguistics- and
statistics-based criteria. The work presented constitutes a more elaborate
approach to collocations than it 1s the case for current workbenches where
selection of collocation candidates 1s mainly based on numeric spans. The
thus resulting lexical tuples are ordered by frequency or in a few exceptions
by employing statistical association measures.

Information Retrieval and Document Identification: The possibility to
automatically access common word combinations from arbitrary corpora
allows common phrases instead of common words to be used as search
keys in information retrieval, 1.e., the similarity between user query and
document 1s measured in terms of the document-specific commonness of
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the phrase(s) used in the query. In such an approach, document simila-
rity 1s modeled by means of phrase similarity instead of similarity at word
level. In this vein, 1t 1s expected that pseudo-collocations can be utilized
for identification of respective domains or topics. This kind of application,
however, deserves closer investigation which is beyond the scope of the
present study.

1.5 Collocations

1.5.1 Terminology & Definitions
J. R. Firth’s Notion of Collocation

The term collocation has been introduced in [Firth, 1957] where “meaning
by collocation” is distinguished from “contextual meaning”. While the latter 1s
defined as functional relation from the sentence to the situative context, collo-
cations are defined at lexical level in order to account for recurrent, lexically
determined co-occurrences of words in real text. Firth states:

“Meaning by collocation 1s an abstraction at the syntagmatic level
and 1s not directly concerned with the conceptual or idea approach
to the meaning of words.” (p.195)

He exemplifies:

“One of the meanings of night is its collocability with dark, and of
dark, of course, its collocation with night.” (p.196).

Even though Firth clearly recognizes the lexical and contextual character of
collocations, for him collocability 1s a feature of word co-occurrences in particu-
lar, actually occurring texts, he considers collocations primarily as phenomena
of style. Thus Firth neglects conceptual aspects of collocations irrespective of
the fact that his example of the collocability of dark and night represents a rela-
tion between the concepts DARKNESS and NIGHT. Conceptual aspects of lexical
collocations, on the contrary, are accounted for in [Lakoff and Johnson, 1981]
and [Nunberg et al., 1994]. Firth distinguishes “general” or “usual” collocations
from “technical” and “personal” collocations (p.195). While general collocations
are persistent over time and part of general language, the latter are restricted to
domain-specific or personal use, respectively. In this work, we will be concerned
with general and domain-specific collocations.
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Terminological Uncertainty

In the literature, a variety of terms and definitions 1s used to address classes of
lexically determined word co-occurrences, such as idioms, phraseological units,
multi-word lexemes, non-compositional compounds, light-verb constructions, sup-
port-verb constructions etc. Phraseological unit (Ge.: Phraseologismus) is a
widely used generic term in the German literature, see for instance [Burger et
al., 1982; Fleischer, 1982]. Idiom is the term preferably used in the English litera-
ture, see for instance [Bar-Hillel, 1955; Hockett, 1958; Katz and Postal, 1963;
Healey, 1968; Makkai, 1972]. Terms like multi-word lexemes [Tschichold, 1997]
[Breidt et al., 1996], multi-word expressions [Segond and Tapanainen, 1995] and
non-compositional compounds [Melamed, 1997] can be found in recent compu-
tational literature. The terms light-verb and support-verb construction address
a particular class of verb-object collocations which are described in section 3.4.3.

Idiomaticity

Idiomaticity 1s a frequently mentioned characteristic of lexicalizations. Idioma-
ticity usually 1s defined by semantic noncompositionality, i.e., the meaning of an
idiomatic word combination is not a function of the semantics of the individual
words, but is associated to the word combination as a whole. Semantic opacity,
however, 1s not sufficient for the definition of collocations as there exists a variety
of conventionalized word combinations that range from fully compositional ones
like Hut aufsetzen (‘put on a hat’), Jacke anziehen (‘put on a jacket’) to seman-
tically opaque ones like ins Gras beissen (‘bite into the grass’ literal meaning,
‘die’ idiomatic meaning). For arguments against conflation of conventionality
and noncompositionality see [Nunberg et al., 1994].

Defining Characteristics of Collocations

Lexical selection, syntactic rigidity and recurrence are commonly agreed on
characteristics of lexicalized word combinations, even though terminology and
definitions may vary. These characteristics are also comparable to criteria for
the description of phraseological units established in Russian phraseology, a re-
search tradition which has been influential in the field. For influences on German
phraseology see [Fleischer, 1982], where a brief survey of the history of research
in phraseology 1s presented, see p. 10ff.

Lexical Selection Word co-occurrence is determined by lexical rather than
by semantic criteria. This feature i1s comparable to Firth’s definition of col-
location. As a consequence, the lexically selected words cannot be replaced
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by other semantically and morphosyntactically equivalent ones. A charac-

teristic which is also addressed by the term lexical stability, cf. [Fleischer,
1982].

Restrictions in Syntactic Generativity

A common property of collocations is that they range from completely
fixed to syntactically flexible constructions, cf. section 1.5.3. As already
mentioned, syntactic restrictions usually coincide with semantic restric-
tions and thus are indicators for the degree of lexicalization of a partic-
ular word combination. Grammatical restrictions have been (mistakenly)
considered as useful for subclassification of collocations, see for instance
Helbig’s criteria for identification of support-verb constructions, [Helbig,
1979] following [Yuan, 1986]. Such an approach, however, easily leads to
a wrong account of lexicalization phenomena, as features indicating the
degree of lexicalization and collocation-type specific properties are mixed.
On the other hand, knowledge of grammatical restrictions is important,
particularly in the case of partially restricted collocations, as each partic-
ular word combination is associated with specific restrictions that cannot
be inferred from standard rules of grammar and thus need to be stored
together with the collocation.

Recurrence Within corpora, the proportion of collocations is larger among
highly recurrent word combination than among infrequent ones.

Collocations, Collocates and Collocation Phrases

Collocation, as used in the present study, is a word combination that shows at
least one of the previous defining characteristics. In addition, the elements
of a collocation need to be syntactically dependent. See for instance the
adjective-noun combination blinder Passagier in examples (1.1)a. and b.
Depending on the scope of the adjective in (1.1)a., blinder is either syn-
tactically dependent on both Mann and Passagier (wide scope) or only
dependent on Mann (narrow scope). In example (1.1)b. blinder is a de-
pendent of Passagier. For the word combination a collocational reading
(‘stowaway’) as well as a literal reading (‘blind passenger’) is available.
This is not the case in example (1.1)a. where only literal interpretation
1s possible, either because there is no syntactic dependency as 1t 1s the
case with narrow scope, or the collocational interpretation is semantically
outruled because of the word order, 1.e. proximity of blinder and Mann in
the surface string. Blinder here is associated with the reading ‘blind’. If
the nominal co-ordinates are reordered — ein blinder Passagier und Mann
— the collocational reading becomes prominent, and wide scope 1s blocked
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as the reading ‘blind’ 1s not available. The behaviour of the collocation in
co-ordinated structure can be interpreted as an indicator for the tendency
of the collocates of a collocation to be syntactically close.

(1.1)a. ein blinder Mann und Passagier der MS Europa
(a blind man and passenger of MS Europa)

b. ein blinder Passagier der MS FEuropa
(a blind passenger of MS Europa) literal
(a stowaway of MS Europa) collocational

Collocate The individual lexical elements of a collocation are called collo-
cates. Thus in example (1.1)b. blinder and Passagier are the collocates
of the collocation blinder Passagier. Similarly to Firth, mutuality is as-
sumed between the collocates of a collocation. Here the fact is in focus
that two or more words co-occur more often than by chance. No distinction
1s made between the importance of individual collocates for the colloca-
tion. Open as well as closed class words can be collocates in the approach
pursued.’ The decision which words are collocates depends on the kind of
word combinations investigated. In the case of NPs, adjectives and nouns
may be collocates, but also determiners or postnominal prepositions. Nouns
and verbs are the relevant collocates in object-verb collocations. However,
prepositions in the case of PPs may as well be relevant collocates. Summing
up, any word in a certain syntactic structure may be used as a collocate.
Combinations of lexical and structural collocates are possible as well, see
for instance the word combination im Zuge (‘during’) which is obligatorily
followed by an NP, or a PP,,,. Thus the structural element can be con-
sidered as a collocate in a wide sense. In word combinations like von Mann
zu Frau (from man to woman) it is also the scheme von X zu Y which is
collocational while the nouns can be exchanged.

Collocation Phrase Collocations can be word or phrase level phenomena.
In the former case, collocations are comparable to words. In the latter,
the collocates constitute a phrase that may either consist of the collocates
only or contain additional lexically underspecified material. Examples of
collocation phrases containing blind and Passagier are given in (1.2). The
examples show that determination and modification of this particular col-
location 1s flexible. For determination see der, ein, viele, for modification
see erste, der MS Europa, mit gefalschten Pdssen. Blind syntactically is an
attributival modifier of Passagier. Syntactic variability of the collocation,

>Typical open class words or content words are nouns, main verbs and adjectives; closed
class words or function words comprise determiners, prepositions, auxiliaries, particles and

the like.
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however, is restricted. A copula construction, for instance, would lead to
the loss of the collocational reading — der Passagier war blind (the pas-
senger was blind). Similarly, exchange of the adjectives in example (1.2)c.
leads to a loss of the collocational reading — der blinde erste Passagier (the
blind first passenger).

(1.2)a. der blinde Passagier
(the stowaway)

b. ein blinder Passagier
(a stowaway)

c. der erste blinde Passagier der MS FEuropa
(the first stowaway of MS Europa)

d. wviele blinde Passagiere mit gefalschten Passen
(many stowaways with faked passports)

Summing up, syntactic regularities and restrictions are fairly reliable indica-
tors for collocativity which can be made use of for automatic collocation identi-
fication, provided large bodies of syntactically annotated data are available.

1.5.2 Syntactic Properties

In the following, a number of collocations are described with respect to their
morphosyntactic and syntactic properties, mnformation which is relevant for a
more fine-grained analysis of collocations which will be possible with the avail-
ability of collocation databases like the one described in chapter 6.

As the collocates of a collocation are syntactic dependents, they occur in
particular structures like NPs (adjective-noun collocations) or PPs (preposition-
noun collocations), at clause level (object- or subject-verb collocations), etc.
While phrase level collocations constitute collocation phrases which in some
cases have full generative potential, and in other cases are grammatically re-
stricted, word level collocations resemble syntactically complex structures, how-
ever, they are lexically fixed, no structural transformations are possible, word
order i1s mnvariant, and internal modification impossible. Morphological proper-
ties and syntactic distribution are comparable to single words.

Adjective- and Adverb-Like Collocations Instances of this class of col-
locations resemble either adverbs or adjectives. See for instance the examples
nichts desto trotz (‘nonetheless’) and fix und fertig (‘exhausted’) in (1.3), where
the former can be interpreted as adverb, the latter as adjective. The classifi-
cation 1s justified by inflectional differences in prenominal position. While fiz
und fertig functions as noun modifier and inflects like an adjective (ADJINFL),
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see example a., nichts desto trotz modifies adjectives (c.) and does not allow for
inflection (b.). Inflection in the adjective-like collocation is realized at the right-
most element (a.), whereas in the case of co-ordinated attributive adjectives,
inflection 1s realized at each adjective like in example d.

(1.3) a.  der (fix und fertig-e),q; Mann
(the (exhausted-ADJINFL) man)

b. das (*nichts desto trotz-e),q Konzert
(the (nonetheless-ADJINFL) concert)

c. das (nichts desto trotz).q, gelungene Konzert
(the (nonetheless) successful concert)

d. seine (fix-e),q; und (einfach-e),q; Vorgehensweise
(his (quick) and (simple) procedure)

While the above examples have been constructed, comparable data can be
found in corpora, see for instance examples (1.4) for attributive use, and ex-
amples (1.5) for predicative use of fix und fertig. The examples are extracted
from an 8 million word portion of the Frankfurter Rundschau corpus®. Two col-
locational readings of fix und fertig exist, one meaning 1s ‘finished’, the other is
‘exhausted’. The former is represented by the examples in (1.4) and by (1.5)a.
and b., the latter by (1.5)c.

(1.4) a. 32 funkelnagelneue, fix und fertige Wohnungen
(‘32 brand new apartments ready for moving in’)

b. eine fix und fertige Disco
(‘a disco ready for opening’)

(1.5) a.  den fix und fertig auf dem Tisch liegenden Kompromif§
(‘the finally worked out compromise’)

b. fix und fertig angeruhrt
(ready mixed)

c. wir sind alle fix und fertig
(we are all completely shattered)

Word level collocations also undergo word formation processes see for ins-
tance examples (1.6) and (1.7) which were found in the Rundschau corpus. In ex-
ample (1.6) the collocation fir und fertig merges with the prefix fertig of the verb
fertigstellen (to complete), thus the collocation becomes a verb prefix. The whole
sequence fiz und fertiggestellt functions like a verb. The process 1s comparable to
prefigation of verbs with adjectives like schon — schonfirben (‘whitewash’), schief

6See page 38 for a description.



1. Introduction 20

— schieftreten (‘wear down (heels) on one side’), krank — kranklachen (‘laugh one’s
head off’). The fusion in example (1.7) is even more mannered. Here the nouns
Buch (book) and Kruzifiz (crucifix) combine to Buchzifiz which merges with fiz
und fertig. In addition, and is replaced by an ampersand.

(1.6) Allerdings soll diese Verfassung im Sinne des Militars bereits fix und fer-
tiggestellt sein
(‘Although the constitution should already be fully worked out in the in-
terests of the military’)

(1.7) “Buchzifix & fertig” nennt er sein Objekt — die Bibel — ausgeschnitten in
Kreuzesform und daneben im gewohnten Format.
(* “Buchzifix & fertig” does he call his object — the bible — cut into the
shape of a cross and also in the usual format.”)

In the case of fix und fertig, linguistic expectations about syntactic function,
1.e., attributival and predicative adjective, and corpus data agree. But this is not
always the case. Klipp und klar, for instance, can also be classified as adjective,
and thus attributival and predicative occurrences are expected in the corpus. The
corpus examined, however, contains only predicative data like the one in example
(1.5.2). This illustrates, on the one hand, that corpus data are incomplete with
respect to the occurrence of linguistic phenomena. On the other hand, these
restrictions in occurrence provide valuable information on the usage of linguistic
entities in a specific context.

(1.8) Eines steht fiur die Darmstadter Abteilung des ginstergelben Riesen aber
klipp und klar fest.
(‘But one thing is completely clear for the Darmstadt division of the yellow
giant.”)

Some other examples of adverb-like collocations are gut und gern(e) (‘easily’,
‘at least’), gang und gdbe (sein) (‘be quite usual’) which occurs only as copula
construction, an und fir sich (‘in itself’), mit Fug und Recht (‘rightly’), zu Recht
(‘rightly’), auf gut Glick (‘trusting to luck’), von Haus aus (‘actually’), letzten
Endes (‘finally’). Even though these collocations structurally resemble phrases,
they are more closely related to words. Zu Recht, for instance, has already be-
come a single word — zurecht. In the corpus, both variants are found, with 95
occurrences of zu Recht and 10 occurrences of zurecht.

Preposition-Like Collocations Another class of word-level collocations are
fixed preposition-noun sequences that syntactically resemble PPs but function
more like prepositions, see for instance im Lauf(e) (‘during’), im Zuge (‘during’),
an Hand (‘with the help of”). The combinations are followed by a genitive NP
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(NPge,) or pseudo-genitive (PP,,,). A genitive modifier to the right is charac-
teristic for nouns. With respect to the particular PN-combinations, however, the
genitive is obligatory. Moreover im Lauf(e) and im Zuge can be paraphrased by
the preposition wdhrend (during), and an Hand is already in a transition from
multi-word unit to single word anhand. In the Duden dictionary [Drosdowski et
al., 1989], an Hand is listed as the main variant while anhand figures as newer,
but nowadays frequently occurring variant. The dictionary information is con-
firmed by the corpus data. There have been found 70 instances of anhand but
only 5 instances of an Hand in the 8 million word subcorpus of the Frankfurter
Rundschau. For comparison, see zurecht (right) and zu Recht (rightly). According
to Duden, the two variants are distributionally distinct. While the multi-word
unit functions as adverb, the single word variant only occurs as separable verb
prefix. In contrast to Duden, adjectival occurrences of zurecht do occur in the
corpus. With respect to these examples, it 1s not clear whether the distributions
are due to errors, be it deviations from the spelling conventions of the Frank-
furter Rundschau or the style of individual journalists, or whether the examples
represent different stages in the transition from multi-word- to single-word-unit.

From a competence grammatical point of view, an Hand and zu Recht are
incomplete PPs because of missing determination. For both word combinations,
only collocational interpretations are available. Im Lauf(e) and im Zuge on the
other hand are syntactically complete. For both examples, also literal mter-
pretations exist. The literal meaning of tm Laufe is ‘while running’, the literal
meaning of im Zuge is ‘in the {train, draft}’. In addition, Laufe and Zuge are
archaic strong declension forms which is indicated by the e-suffix. Both incom-
plete structures and archaic forms are marked constituting a bias towards col-
locational interpretation. This assumption is supported by the corpus, where
181 collocational im Laufe-instances and 25 collocational im Lauf-instances oc-
cur. The distribution of im Zuge (134 collocational instances) and im Zug (2
collocational instances) is even more distinct. 100% of the im Zuge-instances
(134 total), but only two of 11 im Zug-instances total in the corpus demand
collocational interpretation.

Noun and NP-Like Collocations Typical examples of NP-like collocations
are adjective-noun combinations like blinder,q; Passagier,,, (blind passenger,
‘stowaway’) or kalteryq; Kriegnou, (cold war). The combinations are lexically de-
termined, but constitute NPs which obey the standard rules of grammar except
that adjective and noun need to be adjacent to license the collocational reading,
see also the discussion at page 17. Further examples of recurrent adjective noun
combinations are Rotesyq; Kreuzpou, (Red Cross), Wienerygy Sdangerknabeny oy,
(Vienna choir boys), Deutscheqq; Demokratischeqq; Republiky oy, (German Democ-
rat Republic) which are semantically compositional but function as proper nouns.
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Similarly, the collocation Hinz und Kunz (1.9) functions more like a noun
than a phrasal projection, even though the word combination structurally cor-
responds to a co-ordinated NP like Peter and Mary except that Hinz und Kunz
is completely fixed, no reordering (b.), determination (c.) or modification (d.)
of the conjuncts 1s possible without losing the collocational meaning.

(1.9) a. Hinz und Kunz
(‘every Tom, Dick and Harry’)

b. *Kunz und Hinz

c. *der Hinz und der Kunz

(the Hinz and the Kunz)

d. *der kleine Hinz und der grofie Kunz
(the little Hinz and the tall Kunz)

Another special case of nominal collocations are sequences where the nouns
are duplicated like Tonband nach Tonband (tape after tape), Schulter an Schulter
(shoulder to shoulder), Kopf an Kopf(neck and neck), von Ort zu Ort (from place
to place), von Mann zu Mann (from man to man), or sequences where the nouns
contrast each other like von Mann zu Frau (from man to woman). As already
mentioned, the patterns ‘X nach X’, ‘X an X', ‘von X zu Y’ are collocational,
the nouns inserted may vary.

Collocations Containing Verbal Collocates A variety of combinations ex-
1sts, some of which will be introduced in the following.

Modal constructions Here modal and main verb are collocational like in sich
(nicht) lumpen lassen (‘to splash out’) where the collocation is constituted
by the modal lassen and the main verb lumpen. A special property of the
particular word lumpen 1s that 1t does not occur outside the combination
with lassen.

Verb-object combinations like

(

ins Gras beiflen (into the grass bite, ‘bite the dust’)
tibers Ohr hauen (‘take somebody for a ride’)

unter die Lupe nehmen (‘take a close look at’)

(

1.10)a.
b.
.
d. zum Vorschein bringen (‘bring something to the light’)
1.11)a. des Weges kommen (‘to approach’)

b.

eines Besseren belehren (‘put someone right’)

c. ein Gestandnis ablegen (‘make a confession’)
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d. Liigen strafen (‘prove somebody a liar’)

e. Anzeige erstatten (‘report somebody to the police’)

In the above examples, verbs and nouns are collocational. The nouns consti-
tute either PPs (1.10) or NPs (1.11) which syntactically can be interpreted
as verb arguments.

Copula constructions Another example of noun-verb collocations are predi-

catives comprising a copula and a lexicalized NP or PP like guten Glaubens
sein (‘be in good faith’), guter Dinge sein (‘be in good spirits’), auf Draht
sein (‘be on the ball’).

Proverbs In proverbs other than in the above examples, more than one ar-

gument is lexically determined, see for instance Morgenstund hat Gold 1m
Mund (morning hour has gold in the mouth, ‘the early bird catches the
worm’) or jeder ist seines Glickes Schmied (everyone is of his luck smith,
‘everyone is the architect of his own future’). Here all arguments are deter-
mined. An example where the subject is lexically underspecified is wissen,
wo der Barthel den Most holt (know where the Barthel the cider fetches,
‘know every trick in the book’) .

Summing up, morphosyntactic and syntactic properties are useful indicators
for collocations, such as

Structural dependency: as shown in this section the collocates of a collo-
cation are syntactic dependents, thus knowledge of syntactic structure is a
precondition for accurate collocation identification.

Syntactic context: may help to discriminate literal and collocational read-
ings, see for instance im Lauf, im Zug where a genitive to the right is a
strong indicator for collocational reading.

Markedness: morphologically or syntactically marked constructions like
seemingly incomplete syntactic structure or archaic e-suffix are suitable
indicators for collocations, see im Laufe, im Zuge for e-suffix and zu Recht,
an Hand for incomplete syntactic structures.

Single-word versus multi-word units: single-word occurrences of word com-
binations indicate word-level collocations, see for instance zu Recht, zurecht.

Syntactic rigidity: is an important indicator for collocations see for instance
Hinz und Kunz, an und fir sich, fiv und fertig, Kopf an Kopf. Syntactic
rigidity will be more closely discussed in the next section.
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1.5.3 Restrictions in Generativity

A number of examples have already been given in the previous section, illus-
trating that grammatical restrictions are useful indicators for collocations, and
thus can be employed for the distinction of collocations from noncollocational
word combinations. In this section, examples are presented for collocations with
different degrees of grammatical rigidity. The examples also show that similar
grammatical restrictions occur at different classes of collocations, and therefore
are only restrictedly applicable for distinguishing between individual classes of
collocations.

Rigid Word Sequences

Rigid Word Sequences cannot be interrupted, broken into smaller pieces or or-
dered in different ways without losing their meaning. Their semantics 1s non-
compositional, 1.e. the collocation as a whole is assigned a particular meaning.
Typical instances are word level collocations such as hin und wieder (‘now and
again’), je nachdem (‘depending on’), ab und zu (‘occasionally’), and rigid noun
phrases like Hinz und Kunz (‘every Tom, Dick and Harry’) or rigid PPs like auf
jeden Fall (‘in any case’).

Phrasal Templates

Phrasal templates are comparable to rigid word sequences as their word or-
der and lexical material i1s fixed. In contrast to rigid word sequences, phrasal
templates have compositional semantics, and may contain one or more position-
ally fixed slots that can be filled with lexically flexible material. The term has
been used in [Smadja, 1993] where the following example has been given: The
average finished the week with a net loss of *NUMBER*. Here only the vari-
able *NUMBER™* can be flexibly instantiated. In principle, phrasal templates
are fully generative, their occurrence as rigid word strings with positionally
and semantically fixed but lexically flexible slots, however, i1s characteristic for
domain-specific usage.

Collocations with Syntactically Restricted Complements

Typical examples are verb-noun collocations. Here the phrase containing the
nominal collocate functions as syntactic argument of the verb. The nominal col-
locate 1s restricted with respect to morphosyntax, syntax, and modification, see
for instance idioms such as jemandem (schone Augen) machen (‘make eyes at
somebody’), jemandem (die Leviten) lesen (‘lecture somebody’), noun-copula
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constructions like (guter Dinge) sein (‘be in good spirits’), or support-verb con-
structions like (in Frage) kommen (‘be possible’), (zu Fall) bringen (‘to ruin’),
(ins Rollen) bringen (‘get something going’), (in Frage) stellen (‘to doubt’). The
components surrounded by brackets are morphosyntactically and syntactically
rigid, e.g.: change in number would lead to the loss of the collocational reading.
Similarly, separating fused preposition and article would require literal interpre-
tation. See for instance ins Rollen kommen (‘get under way’) versus in {das, ein}
Rollen kommen (into {the, a} rolling come, ‘start rolling’). Internal modification
1s either impossible as with in Frage, zu Fall, die Leviten, rigid as with guter
Dinge, e.g. er ist {sehr, besonders} guter Dinge (he is in {very, particularly}
good spirits) or destroys the collocational reading as in er macht ihr schione
blaue Augen. In this case, only compositional interpretation is possible like ‘he
makes beautiful blue eyes for her’. Usually modification by metalinguistic com-
ments is possible, see for instance ins sprichwértliche Rollen bringen (‘to get
something going in its proverbial meaning’).

Other Restrictions

Apart from syntactic restrictions within NP- or PP-complements, syntactic res-
trictions also occur with respect to verb transformations. Idioms like den Loffel
abgeben (the spoon give-away, 'to kick the bucket’) or ins Gras beissen (into the
grass bite, 'to bite the dust’) cannot be passivized without losing idiomaticity,
although the verbal collocates abgeben and beiffen can be passivized. A similar
behaviour is also shown by support-verb constructions. See for instance die Fus-
sung verlieren (‘to lose composure’) where the collocational reading is lost under
passivization, and only the literal interpretation is available — die Fassung ist
verloren worden (the {frame, socket, version, ...} has been lost).

Syntactically Fully Flexible Collocations

Syntactically fully flexible collocations are collocations where the rules of gram-
mar apply without restriction except for lexical selection between the collo-
cates, see for instance the examples of Frage and stellen in 1.12, where variation
in number (singular, plural) and mode (active, passive) is illustrated, as well
as pronominalization in relative clause (1.12).c or anaphoric reference (1.12).d.
Two other examples of fully flexible collocations are constituted by Hut and
aufsetzen, Jacke and anziehen.

(1.