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Abstract

This paper introduces the Multilayered Situ-
ated Multi-Agent System model (MMASS),
a model for Multi-Agent Systems (MAS) sit-
uated in an environment. The main feature
of the Situated MAS model is to give an ex-
plicit definition of the spatial structure of the
environment, in which the system of situated
agents are acting and interacting. Moreover,
the presented model allows to represent the
heterogeneity that characterizes both agent
types and interactions, and the spatial struc-
tures of the environment in which they are
situated. The MMASS model allows to rep-
resent both open and closed systems and two
examples of its application (one for each class
of systems) will be shown.

1 Introduction

The Multi-layered Situated MAS (MMASS) model
characterizes Multi Agent Systems (MAS) situated in
a multi-layered environment, defining the topological
structure of agent environment as a multi-layered net-
work of sites as composed of multi layered heteroge-
neous spaces in whose sites heterogenous agents are
located. Each layer of the space reproduces a physi-
cal or logical space in which the system of agents is
situated. Each entity of the modelled domain may be
represented by agents situated in more than one layer.
The MMASS model defines a set of influences gener-
ated by agents and propagating along the edges of
the multi-layered network and leaving on sites infor-
mation about their presence. Agents situated in this
environment are strongly influenced by their position,
that is, the site of the space in which they are situ-
ated. In particular, the position in the environment
defines a potentially complex combination of internal
and external events and states that the agent has to
take into account for its actions. A Situated MAS is
made of reactive agents that are characterized by vari-
ous types and thus provide heterogeneity to the MAS.
Agents, according to their type, perform their actions
as a consequence of the perception of stimuli com-
ing either from other agents or from the environment.
Moreover, being situated, agents are sensitive to the

spatial relationships that determine their constraints,
abilities and cooperation relationships.

In order to illustrate the Situated MAS model, its
application to a closed system in the Multi Agent
Based Simulation (MABS) [Davidsson, 2000] domain
and to an open one in the Computer Supported Co-
operative Work (CSCW) [Beaudouin-Lafon, 1999] do-
main will be shown.

2 A model for Situated MAS

A Multilayered Situated MAS (MMASS) can be
defined as a constellation of interacting Situated
MAS’s (MASS) through the primitive:

Construct(MASS; ... MASS,)

Thus, a MMASS is defined by the set of its consti-
tuting Situated MAS’s ({MASS; ... MASS,}).

Each MASS of a Multilayered Situated MAS is
defined by the triple

< Space, F, A >

where Space models the environment where the set
A of agents are situated, act autonomously and in-
teract via the propagation of the set F' of fields. A
MMASS can be also denoted by:

< < Spacey, F1,A1 > ... < Space,, Fy,, A, > >

where

° (Ui:l..\spaces\ Spacei): set of Spaces defining the
multilayered spatial structure of the MMASS;

. (Uizl__‘F‘ F}): set of fields acting in the MMASS;
. (Uz‘:l..\A\ Ai): set of agents situated in it.

Field emission—propagation—perception is the mech-
anism defined for asynchronous interaction among
agents situated in the same or different MASS’s: an
agent emits a field that propagates throughout the
Space and can be perceived by other agents. In order
to allow MASS interaction the Situated MAS model
introduces the notion of interface. The interface of
a MASS specifies fields imported into and exported



from each MASS, and takes the following format:
Interface(M ASS;, export : E;import : I)

where FF C F; and I C F; are respectively the set
of fields exported from and imported into M ASS;.
Imported fields are used in agent actions as internal
fields do. As will be better explained in section 2.3,
they can be mentioned and used in the definition of
agent perception function. By definition, the value
of an external field in any site of the local Space of a
MASS is the value specified at its emission. Moreover,
the receiving MASS has to define if and how this value
has to be internally propagated by means of local fields
defined for this purpose. In fact, their distribution
function (see section 2.2) is highly dependent on the
structure of the local Space which is completely hidden
to the external MASS’s.

2.1 Spaces

The environment where the agents of a MASS are sit-
uated is named Space and is defined as made up of a
set P of sites arranged in a network. Each site p € P
can contain at most one agent and is defined by the
3 tuple

< ap, Fy, Py >

where: a, € AU{L} is the agent situated in p (a, = L
when no agent is situated in p, that is p is empty);
F, C F is the set of fields active in p (F}, = () when no
field is active in p); P, C P is the set of sites adjacent
to p.

In this way the Space can be considered as a undi-
rected graph of sites. For sake of space, primitives for
MMASS spatial structure manipulation will not be re-
ported in this paper [Bandini and Simone, 2001d].

2.2 Fields

Fields acting within a MASS can be generated by
agents of the MASS or have a source outside the lo-
cal Space in the case of fields imported from another
MASS or from outside the MMASS in the case of open
systems. Each field of a MASS is characterized by
the set of values that the field can assume during its
propagation throughout the Space. Propagation oc-
curs according to the diffusion function that charac-
terizes the field and that specifies how its values prop-
agate throughout the space according to its spatial
structure. Moreover, field comparison and field com-
position functions are defined in order to allow field
manipulation. A field f € F'is defined by the 4—tuple

< Wy, Dif fusiong, Comparey, Compose s >

where: W; denotes the set of values that the field can
assume during its diffusion in the Space; Dif fusiony :
P x Wy x P — (Wy)" is the distribution function of
the field computing the value of a field on a given site
taking into account in which site and with which value
it has been generated. Since the structure of a Space
is generally not regular and paths of different length
can connect each pair of sites, Dif fusiony returns a
number of values depending on the number of paths

connecting the source site with each other site. Hence,
each site can receive different values of the same field
along different paths. Composey : (Wg)t — Wy ex-
presses how these values have to be combined in or-
der to obtain the unique value of the field at a site.
Comparey : Wy x Wy — {T'rue, False} is the func-
tion that compares the composed value of a field at a
site and agent sensitivity threshold, in order to verify
whether an agent can perceive the field value (see the
definition of agent perception in the following subsec-
tion).

2.3 Agents

The Space of each MASS is populated by a set A of
individuals called agents. An agent a € A is defined
by the 3—tuple
< Sa7pa7 Ta >

where 7, is the agent type, s, € ¥, denotes the agent
state and can assume one of the values specified by its
type, and p, € P is the site of the Space where the
agent is situated.

Agent type specifies the set of states the agent can
assume, a function to express agent sensitivity to
fields, and the set of actions that the agent can per-
form. An agent type 7 is defined by the 3 tuple

< 3,, Perception,, Action, >

where: Y, defines the set of states that agents of type
7 can assume; Perception, : ¥ — [N x Wy, ]... [N x
Wf”FH] is a function associating to each agent state a
vector of pairs in which for each pair ¢ the first element
expresses a coefficient to be applied to the incoming
field value, and the second one expresses the sensibil-
ity threshold to f; in the given state (let ci(s) and
' (s) be their names). This means that an agent of
type 7 in state s € X, can perceive a field f; only
when it is verified Comparey, (ci(s) - wy,,t%(s)), that
is, when the first component of the i—th pair of the
perception function (ct(s)) multiplied for the received
field value wy, is greater than the second component
of the pair (ti(s)).

Actions,; denotes the set of actions that agents of
type 7 can perform. Actions, specifies whether and
how agents of type 7 change their state and/or po-
sition, how they interact with other agents, and how
neighboring agents can influence them. In order to
explain the set of agent actions, let us consider the set
Actions, of an agent a =< s4,pe, T >. In the follow-
ing, conditions that must be verified and the resulting
effects of each action execution will be given.

Trigger

The action trigger(s, f,s’) € Action, can be executed
when the agent is in state s and perceives field f (i.e.
[ € F,, and Compares(ci(s) - wy,ti(s)) = True).
Undertaking this action the agent state changes to s’.

Transport

The action transport(p, f,q) € Action, can be exe-
cuted when the agent is situated in p, perceives field
f and ¢ is a site adjacent to p with no agent situated
in it (i.e. ¢ € P, and ¢ =< L, F,, P, >). As effect of
its execution, the agent changes its position to q.



Emit

Asynchronous interaction among agents takes place
through a field emission—propagation—perception
mechanism. When an agent state is such that it can
be source for a field, it executes an emit(s, f,p) action,
generating and defining parameters for a field f. The
field emitted at p propagates throughout the space ac-
cording to its diffusion function (Dif fusiony). The
effect of this action is thus a change at each site inter-
ested by field diffusion. In particular let us consider
generic site p interested by f diffusion; the emitted
field is added to Fj if f was not already active in p,
otherwise the field value already present in p and the
new one are composed. Field diffusion along the space
allows other agents to perceive it. Perception, func-
tion, characterizing each agent type, defines the sec-
ond side of an asynchronous interaction among agents:
that is, the possible reception of broadcast messages
conveyed through a field, if the sensitivity of the agent
to the field is such that it can perceive it. This means
that a field can be neglected by an agent of type 7 if
its value at the site where the agent is situated is less
than the sensitivity threshold computed by the second
component of the Perception, function.

React

Reaction defines the synchronous interaction among a
set of agents characterized by given states and types
and pair—wise situated in adjacent sites (that is, ad-
jacent agents). Synchronous interaction is a two—step
process. Reaction among a set of adjacent agents takes
place through the execution of a protocol introduced
in order to synchronize the set of autonomous agents.
When an agent wants to react with the set of its adja-
cent agents since their types satisfy some required con-
dition, it starts an agreement process whose output is
the subset of its adjacent agents that have agreed to
react. An agent agreement occurs when the agent is
not involved in other actions or reactions and when
its state is such that this specific reaction could take
place. The agreement process is followed by the syn-
chronous reaction of the set of agents that have agreed
to it. reaction(s,ap,,ap,,...,ap,,s’) is the syntax of
the reaction action of one of the involved agents. It
states that when a subset of its adjacent agents (i.e.
Apy s Qpys - - -, Ap, ) has previously agreed to react and
its state is s, it changes its state to s’.

3 Situated MAS Applications

3.1 Simulation

The Situated MAS model has been applied in the
MABS framework to the problem of the location of
suitable sites for extra—urban shopping centers [Ban-
dini et al., 2001a]. Intuitively, a suitable location for a
shopping center should be accessible through a com-
fortable road system, close enough to large residential
areas, far enough from other centers and large enough
to host the mall and related facilities and services (e.g.
parking lots, restaurants, gas stations). Simulations
can be useful when suitable space is available and a
good location for a new shopping center has to be

Figure 1: The Multilayered MASS composed by the
Territorial MASS and the Strategic MASS. Shopping
centers are represented in both MASS’s: each black
site of the Territorial MASS is connected by its strate-
gic counterpart in the graph of the Strategic MASS.

chosen, or when the possibility of success in locating a
new shopping center in an area already served by other
retailers has to be evaluated [Couclelis, 1997]. Geo-
graphical factors, such as the proximity of other cen-
ters and residential areas, are essential for the choice
of a suitable location for a shopping center. Moreover,
once some centers have settled in a given area, other
factors like competition should be taken into account.

In the following it will be shown how the design of a
MMASS composed by two MASS’s allows the simula-
tion of the two aspects involved in this problem. Two
MASS’s have been defined: the Territorial MASS and
the Strategic MASS (see Figure 1 for a representation
of the two layers of the resulting Multilayered MASS).
In the Territorial MASS, the formation or the disap-
pearance of a shopping center is modelled by consid-
ering only geographical factors, while in the Strate-
gic MASS already existing centers compete with one
another trying to attract consumers. Each shopping
center is represented in both the Territorial and the
Strategic MASS. Interaction between the two MASS’s
is performed through field emission by agents belong-
ing to a MASS and their perception as imported fields
by agents of the other MASS.

The Territorial MASS

The Territorial MASS represents the territory where
the simulation is performed. It is defined as a regular
grid, that is, the territory is divided into square blocks,
each one populated by an agent. Then for each site
p=<ay, Iy, P>, ap,# L and |5 = 4.

Agent types reproduce the different types of area
that can be found in an urban environment, that is:
Residential, Industrial, NotBuildable (e.g. mountains
or rivers or parks), Road and Suitable (that is areas
suitable for a shopping center installation). The first
four types have only one possible state, which does not
change during simulations. On the contrary, agents of



fsm Distancel | Distance2 | Distance3
Residential 9 9 1
Industrial 1 2 0
Protected —6 2 —2
Road 6 -1 —10
Large -9 -7 -1
Small -8 —4 2
Empty 3 -8 —8

Table 1: Values of field fs,, according to the type of
the emitting agent and the distance from the source
site. The value of the field at distance greater than
three sites is zero.

type Suitable model the formation (or the disappear-
ance) of shopping centers by changing their state that
can assume one of three possible values: Empty, Small
and Large.

Agents of each type emit fields fs,, and fr, ac-
cording to their type and state in order to attract and
repel agents of type Suitable. Positive field values of
fsm (frg) favor the formation and growth of a small
(large) shopping center while negative values have a
negative influence. Field values and their distribution
functions change according to the type of the emitting
agent. Possible values of fg,,, computed according
to [Engelen et al., 1995, are shown in Table 1. For
instance, the presence of a large shopping center has a
negative impact on the location of other centers in its
surroundings, while residential areas strongly encour-
age the formation of shopping centers with positive
field values. Every field is perceived only by Suit-
able agents that, as a consequence, change their state.
For instance, if an agent in state Empty perceives a
field value higher than a given threshold, it changes
its state and becomes a Small or a Large shopping
center, depending on which field has been perceived.

In order to let the Territorial MASS interact with
the Strategic MASS, fields fre, and fss have been
defined. Swuitable agents of the Territorial MASS emit
a frer field when some changes in its state must be
notified to its counterpart belonging to the Strate-
gic MASS. This means that no agent of the Terri-
torial MASS can perceive fr., fields but these fields
are exported to the Strategic MASS. On the contrary,
Suitable agents representing small or large shopping
centers can perceive fgy- fields that are emitted in
the Strategic MASS and imported into the Territorial
MASS when some change occurs as effect of shopping
centers competition (see the following subsection for
more details). In this way, the MMASS composed by
the Territorial and the Strategic MASS’s is provided a
mechanism for the two MASS interaction without the
loss of autonomy of the two composing MASS’s.

Some of the actions contained in Actiongyitapie S€t
are:
emit(Empty, < 3, Dif fusiong,, . +,<>,p)
trigger( Empty, fsm, Small)
trigger(Empty, f14, Large)

This means that Suitable agents in Empty state
emit fields fg,, with source value 3 (to positively influ-

ence the formation of small shopping centers). More-
over they change their state from Empty to Small as
a consequence of the perception of a positive value of
the same field while they change to Large when they
perceive a positive value of field frg.

The Strategic MASS

Geographical factors, such as the proximity of other
centers and residential areas, are essential for the
choice of a suitable location, but once some centers
have settled in a given area other factors, like com-
petition, should be taken into account. For example,
one center could start low price special sales in order
to attract consumers, or invest heavily on advertise-
ment. Thus, the MMASS model allows to take into
account the competition among centers already estab-
lished in a given territory through the definition of the
Strategic layer of the MMASS.

The number of sites of the Strategic MASS is equal
to the number of Suitable agents of the Territorial
MASS. In this case the graph is complete, that is, each
pair of sites is connected by an edge. Moreover, in each
site is situated a Strategic agent and it is connected
to the corresponding site of the Territorial MASS in
which is situated a Suitable agent. Strategic agent
states are denoted by the couple (z, f(z)) where z is
an integer value expressing the power of the agent and
f(z) is a function of the agent power and can assume
one of the three values Inactive, Defensive, and Ag-
gressive.

The state of each Strategic agent correspond-
ing to an empty area on the Territorial MASS is
(0, Inactive). At the beginning of the simulation,
when no shopping center is settled, all agents are in
this state. When an Inactive agent perceives a fre,
field, it is activated and changes its state either to Ag-
gressive or Defensive with power proportional to the
intensity of field fr., perceived.

Now, competition is modelled as a reaction between
agents situated in neighboring sites. When at least
one agent is Aggressive, it tries to “attack” the other
shopping centers. The rule we adopted is simple: the
most powerful one wins, and increases its power by
a given value set by the user, while the loser has its
power decreased by the same value.

When some change in Strategic agent state occurs,
agents of this MASS emit a field (fss.) with inten-
sity corresponding to their new power value that is
perceived by its counterpart on the Territorial MASS.
When the field value perceived by the shopping center
on the Territorial MASS drops below a given thresh-
old, the center disappears.

3.2 Computer Supported Cooperative
‘Work

This section illustrates how the features of the Sit-
uated MAS model can be used to construct mecha-
nisms to support the promotion of awareness [Health
et al., 1993; Rodden, 1996] within and across coopera-
tive applications [Bandini and Simone, 2001c]. These
mechanisms take facts from the applications and elab-
orate them in order to produce awareness information;



Figure 2: The awareness space associated to the work-
flow after the handling of Fact(«), Fact(3) concerning
Ty and T3, and facts managing the conclusion of Tj
and TQ

the latter is passed back to the applications and is
presented at the users interface. Since in general, co-
operating actors are involved in several applications
at the same time, the multi layered structure of Sit-
uated MAS is used to represent the awareness spaces
associated to them to produce awareness information.
Each space is populated by the proxies of entities per-
taining to the associated application. Their behavior
is expressed as actions of the Situated MAS model.
Facts are interpreted by the model as imported fields
the involved entity are always sensitive to.

In order illustrate how the above mechanisms can
be constructed we consider a workflow application
(WFMS) whose awareness space is defined in a natu-
ral way as a logical space populated by actors, roles
and tasks. The topology of the space is defined by
the relations expressing causal dependencies between
tasks, assignment of responsibility for tasks to roles
and allocation of actors to tasks. Moreover, tasks to
be executed concurrently are also connected for sake
of awareness promotion. In the same organization it is
likely that another application supports the collabora-
tive management of human resources (HRM). For sake
of conciseness, we do not specify its internal structure.
These two applications have associated an awareness
space as shown in Figure 2. Let us consider them in
turn and sketch how a whole (quite complex) mecha-
nism can be constructed to promote awareness among
the actors involved in the workflow and a specific role
located in the second space. In the awareness space
associated to the WFMS, each type 7 has the follow-
ing sets of states
Yrask = {enacted, future, concluded, in_trouble}

Y Actor = {doing, done, available}
Y rote = {assigned_to, in_charge, done}

In the following we give some examples of the
Actions, set and of the Perception., function charac-
terizing the above types.

The enactment and execution of the WFMS generate

facts that are elaborated by the model in order to
compute which awareness information has to reach
each agent on the basis of its state, sensitivity and
position in the (logical) awareness space. This means
that the standard external field associated to each
incoming fact activates a sequence of actions (script)
to elaborate it. Examples of such fact—script pairs
are considered here below.

Fact(a) = the selection of a branch of an OR
node. For example in Figure 2 the left branch is
selected. The rule associated to this event activates
a space manipulation primitive disconnecting the
right branch of the workflow. This portion of space
becomes unreachable from now on for any awareness
purpose.

Fact(B) = task T; is enacted by R; allocating
Aj1...Aj; to T;. This event is interpreted by the
following two actions:

1. Each involved actor A;; executes:

transport(p;, f. q)

where the perception of the field f corresponds to
receiving the fact notification from the workflow
application; ¢ belongs to the neighborhood of the site
where T; is located.

2. Then A;;, T; and R; execute respectively the
following reactions which result in synchronous
change of their states:

react(available, As1, .., Aij_1y, Aij41)s - Aik, R, T,
doing)

react(future, Aj1, ..., Ay, Ry, enacted)
react(assigned_to(T;), Ai1, . . ., Aik, T;, in_charge(T};))
The fact concerning task conclusion can be treated
analogously by the execution of a reaction by A;;, T;
and R;, leading them to the state done, concluded
and done respectively.

Fact(y) = Task T; is going beyond its deadline,
its state becomes critical. The awareness information
generated by this event is as follow: the task changes
its state and propagates a warning information to the
other agents, with strength depending on how much
they are involved, that is logically distant. This event
is elaborated by T; according to the following script:
1.trigger(enacted, f,in_trouble)
where the perception of the field f is the reception of
the fact from the application.
2.emit(in_trouble, TR, p;)
where TR assumes values in N (the set of integers);
Compose is the sum and Compare is the less than
relation in N; and

2 if s=so
Dif fusionrgr(sg,2,s) = {

2 .
dist(5,50) otherwise

where sq is the site where the field has been emitted
(e.g. p; where T; is situated in the above case), and
dist(s, sg) is the distance between sy and any site s.
TR values are made decrease with the distance since
the bigger the distance between entities the weaker



the logical relation linking them.

So for example, if 77 is in_trouble then it emits the
field TR with 2 as initial value. The value at the sites
where Ry, A1 and A;5 are situated is 2, while it is 1
at the sites where R; and Aj; and Ajy (with j # 1)
are located.

As an example of the perception function, let us
consider the type Role and its sensitivity to the above
field TR:

PerceptiontE (done) = (0,1)
Perceptiontl (assigned_to) = (1,1)
PerceptionkE (in_charge_of) = (2,3)

The above definition of the sensitivity functions
‘modulates’ the perception of the field TR by the Role
agents in the various states: in fact, they can cancel,
maintain or amplify its values by playing as a coeffi-
cient for the values of TR at the sites where agents
are situated.

Suppose that the information conveyed by the above
TR field has to reach the awareness space associated
to the HRM application. The awareness space of the
HRM application contains a role, called Personnel
Manager, which is sensitive to TR in all its possible
states, with different thresholds associated to them.
When it is situated in any site p and perceives TR it
changes its state to trouble_handling and decides to
assign an additional actor which is in the state avail-
able to the task T3 that is in_trouble. Then, it emits a
field Assign_to(task), which is exported to the aware-
ness space of WFMS. The following script belongs to
its set of Actions:

1 trigger(any_state, T R, trouble_handling)
2 emit(trouble_handling, Assign_to(T1),p)

This implies that the type Actor in the WFMS
awareness space has to be sensitive to Assign_to(task)
when it is in the state awvailable and its set of Actions
contains the following script:
trigger(available, Assign_to(T1), doing)
transport(p, doing, q)
where ¢ is an empty site and belongs to the neighbor-
hood of the site where T} is located.

Finally, the combination of the two aware-
ness spaces is obtained by the Construct() and
Interface() primitives as follows:
Construct(WFMS, HRM)

Inter face(WFMS,

export : TR, Import : Assign_to(task))
Inter face(HRM,

export : Assign_to(task);import : TR)

4 Conclusions and Future work

A model for systems of situated agents, the Multilay-
ered Situated MAS (MMASS) model, has been pre-
sented. The MMASS model allows to represent both
open and closed systems and examples of its appli-
cation to both classes of systems have been shown.
The paper has shown through the application of the

MMASS model to two problems, how the multiple lay-
ers constituting a MMASS allows different views of a
same system. This work is part of a larger project
aimed to develop a support tool for designing, devel-
oping and running applications based on the Situated
MAS model [Bandini et al., 2001b]. The aim of the
project is to provide system designer with a language
and the related infrastructure for the development of
systems of agents that are characterized and influ-
enced by their spatial position and where the spatial
relationship among agents is considered in agent in-
teraction.
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