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Abstract:
A working model of an ECA with cognitive capabilities based on the DUAL cognitive architecture is described. The cognitive model used inherits the advantages of a high context-sensitivity, mixed general and episodic memory, and reasoning by analogy of the DUAL/AMBR model. However, several crucial new mechanisms are proposed which allow for the continuous functioning of the agent and the completion of several question-answer cycles with meaningful priming and context effects. This paper presents these mechanisms and tests them in a simulation of a user-agent interaction session. 
1
INTRODUCTION

RASCALLI (Responsive Artificial Situated Cognitive Agents Living and Learning on the Internet) is a FP6 EC project (see www.ofai.at\rascalli for more information) aimed at the development of a platform whose purpose is to help its users to search for information in Internet and in large data-bases and ontologies by communicating with an Embodied Conversational Agent (ECA). This ECA should be able to understand and answer questions, look for and find information in Internet, but also memorize the interactions with the user and the environment and learn from its experience. Thus it will start to know its user and his/her preferences and adapt its activities in order to achive better completion of the tasks given. 
In order to naturally conceptualize and model Rascallis’ virtual life in a virtual environment a ‘human’ metaphor has been proposed (see Figure 1).

The Mind – specialized to Rascalli’ specific knowledge structure and tasks – communication with its owner, type of knowledge (e.g. music), events etc. The mind operates only on represented knowledge and has only a mediated connection to the body and the environment. Thus it contains a partial, selected representation of the environment at the abstract conceptual level and experiential memories related to the specific episode like organization of the interaction of the Rascalla with their user(s), other Rascalli and the environment. The interaction with the environment and the body is mediated by the sensory-motor layers (see Figure 1).

The Sensory-Motor Layer consist of two main parts – the Perception Layer that selects the information provided by the Sensors (e.g. the translation of specific question from the user) and translates this information in the symbolic form required by the Mind and the Action Layer that translates action commands from the symbolic form used by the Mind into specific command to the Body. 

The Body (e.g. specific Tools for translating a question or send a query to DB) consists of various sensors and effectors which allow Rascalli to acquire information from the environment and to perform actions in it. 
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Rascalli acts in an Environment, which is defined as everything outside the Rascallo/a like the user(s), other Rascalli, knowledge bases (KB), additional Tools etc. that would be able to function without the Rascallo/a. 

The work, presented in this paper mainly focuses on the Mind. Where necessary for the explanation of the integration of the Mind in the general Rascalli platform some communication Tools with the Sensory-Motor layer will be mentioned and their function expained. 

The core of the Rascalli, their Mind, is based on the cognitive architecture DUAL and the analogy-making cognitive model AMBR (Kokinov, 1994, Kokinov & Petrov, 2001). The Mind includes a Long Term Memory (LTM) where general and episodic knowledge is stored and a Working Memory (WM) which is the most active part of LTM, perceptual input and goals (see Kokinov 1994 for details). The Long-term memory contains concepts (including relations) as well as instances of concepts, organized in coalitions to represent Tools, episodes of interaction with the owner, etc. The WM includes the relevant to the current context part of LTM, the perceptual input, and the goals of the system. 
mechanisms are constrained to work locally and in parallel, without any central executor. The overall behaviour of the system should emerge from the local interactions of a large number of small processing units.

A brief description of the Rascalli’s base – DU
2
Dual architecture and the ambr model
The DUAL architecture consists of a large number of relatively simple interconnected hybrid (with connectionist and symbolic aspects) micro agents. The main advantages of the architecture are its context-sensitivity, based on spreading of activation, and its dynamic and emergent computations. 

The main mechanisms and characteristics of the model can be briefly summarized as follows:
· Long Term Memory: contains all the conceptual and specific knowledge including relation as DUAL micro agents; declarative and episodic knowledge is represented as coalitions of DUAL micro agent;
· Working Memory: defined by the agents with activation higher than a certain threshold;

· Spreading-of-activation mechanism: like in a neural network; determines the relevance of the DUAL micro agents to the problem at hand; determines the WM contents;

· INPUT and GOAL nodes: sources of activation for the Working Memory; the DUAL agents attached to these nodes represent the perceived part of the environment and the goals of the system;

· Marker passing: some DUAL-agents emit markers after entering WM; markers propagate through the respective concept agents, may cross and serve for the establishment of correspondences between the target problem and DUAL-agents in WM;

· Correspondence hypothesis agents: when markers from target (INPUT, GOAL) and LTM (memories) intersect in a concept, a correspondence hypothesis is created, (e.g. representing the possible inference that the two related agents are analogical in a analogy based context);

· Structural correspondence: new correspondence hypotheses can be created based on structural reasons (e.g. analogical relations possibly have analogical arguments);

· Constraint Satisfaction Network (CSN): consistent correspondence hypotheses support each other, inconsistent ones compete and all of them create a CSN that after relaxation selects the most relevant set of correspondences which eventually provide some solutions to the problem at hand.
The main purpose of DUAL/AMBR development has been the modeling of human analogy making (Kokinov 1994). Various simulations have been performed with the AMBR model and compared successfully to empirical data of analogy-making  related to structural constraints, context effects, and blending of memory episodes (see e.g. Kokinov & Grinberg, 2001; Grinberg & Kokinov, 2003).  

However, being a research cognitive architecture AMBR cannot be readily used in real-time applications. A large amount of important mechanisms has been developed which allowed achieving the result presented here. The following section discusses in detail these mechanisms and there role in completing several times the cycle question-looking for possible answers (including search in a external DB)-selection of the most appropriate answer.
3
Rascalli’ mind
As described in the previous sections, the Mind is part of Rascalli platform together with the Body, and the Environment. This section is about the mechanisms that allow the Mind of Rascalli to function inside the general platform. Although the ultimate goal is to make the DUAL based mind an integral part of the platform it is also interesting to investigate its capabilities and limitations in a simulation with input as the one expected in normal conditions and actions which are only simulated. In the following subsections we will present the results of such an approach. Subsection 3.1 is about the mechanisms and architecture, inherited by the DUAL/AMBR model; Subsections 3.2-3.6 present the new mechanisms which allow the Mind to: 
· deal with a question (perception); 

· extract information from its own memories or from an source in the Environment (action and formation of a solution space);

· select the right solution (judgment and decision making); 

· present it to the user (communication);

· store the interaction as an episode in LTM (evaluation and learning); 

· be ready for the next question without losing the context of the previous one (continuous functioning in a given context).
3.1
DUAL/AMBR mechanisms

As mentioned about the DUAL/AMBR is built of a relatively large number of interconnected DUAL micro agents. A question is represented in a structured form (as a coalition of micro agents, see the example in Section 4) and in order to be ‘perceived’ by Rascallo/a it must be attached to the INPUT and GOAL nodes. The micro agents representing the question become target micro agents (which comes from the terminology used in analogy research). These micro agents represent the information in the question (or what is known, respectively attached to the INPUT node) and what is the question about (or what is asked for and the task of finding some information, respectively attached to the GOAL node). The INPUT and GOAL nodes are the only source of activation of the architecture, so they activate the question coalition and via them the concept level micro agents to which they are linked. Thus, activation spreads throughout LTM and the micro agents which become active enough enter WM and emit markers. The markers sent by the target micro agents (attached to the INPUT and GOAL nodes) and by those from LTM intersect at the level of general concepts which is a justification for the creation of hypothesis of correspondence between the micro agents which initially had sent the markers. These correspondence hypotheses form are created to form a constraint satisfaction network which settles over time and starts to promote Winner Correspondence Hypotheses (WCH). The set of such hypotheses links the question micro agents with their most relevant corresponding counterparts in LTM. These correspondences could range from direct correspondence of identical or similar objects to distant analogical objects which allow to the transfer of knowledge from episode in domains different from the question domain. Work on the exploration of the potential of this capability is in progress but will not be discussed in this paper. Here we will focus on correspondences of similar or identical objects and context influences.
Although the mapping mechanism described above is extremely important for the formation of a solution space based on the mappings of the question micro agents to micro agent from different episodes in LTM, a mechanism of transferring the information expected by the question is needed. A mechanism based on anticipation, first introduced in a robot implementation has been adapted for Rascalli (Petkov et al., 2006).
3.2
Anticipatory transfer mechanism

The main DUAL/AMBR implementation has the ability to match any target situation to its LTM content and to successfully finalize the process of mapping between them.

The role of the anticipatory mechanism is to augment the input of the system with anticipated agents from LTM.

Initially, any task given to the system is represented as an episode, composed out of several micro agents standing for objects or relations, attached to the INPUT or GOAL nodes. It is assumed that the construction of such a representation starts by an initially quite poor a representation. This includes, usually, only symbolic representations of the objects, together with the goals of the system, without any description of their properties or features.

As described above, the mapping mechanism leads to a number of initial correspondence hypotheses between the elements of the question and some elements of LTM. If a micro agent in LTM standing for a relation has all its arguments mapped to elements on the INPUT or GOAL nodes, it creates a so-called anticipation-agent (i.e. the relation is anticipated to hold for the question as well). The anticipation-agent is a copy of the relation in LTM but all arguments are replaced with the corresponding question elements.

Thus, the implemented anticipatory mechanism transfers various properties of the objects of interest, as well as some conditions, connected to the goal of the system. Thus, various anticipation-agents are brought into existence during the system run. They can be connected to each other and finally whole structures become transferred from LTM to the description of the current question and to its possible answer.

Whereas the anticipatory mechanism creates a space of possible solutions that compete with each other, to complete the final transfer the constraint satisfaction mechanism selects the best solution on the basis of the best correspondences found with knowledge in LTM. The constraint satisfaction network is built up following the rule: consistent correspondence hypotheses should support each other, whereas the inconsistent ones should inhibit each other. The result is large coalitions of mutually supportive agents competing with other such coalitions. Thus, via the anticipatory transfer mechanism, the system creates a space of relevant solutions relevant to the problem including possible action plans (part of the episodes in LTM) that can be selected.

When a mapping hypothesis becomes a winner-hypothesis, it informs its LTM element. The LTM element, in turn, triggers a procedure of elimination of inconsistent anticipatory micro agents and mapping hypotheses. Thus, the emergence of the first winner-hypotheses changes the character of the process – from divergent to convergent. At this moment, several mechanisms for removing inconsistent anticipations are triggered: when an anticipation micro agent participates in a winner mapping hypothesis, it removes its competing anticipation agents; when an anticipation agent is removed by this mechanism, it removes also the anticipated relations in which it is an argument. The result of the transfer mechanism is that only the solution that is most consistent with the performed mapping remains.

Equipped with these new mechanisms, the system was already able to generate reasonable answers. However, it was not flexible enough in the sense that it was not able to transfer any concrete information to the target question, but only relations between micro agents already existing in the question. In order to transfer a specific piece of knowledge which answer directly the question an additional mechanism was added presented in the next subsection.
3.3
Specific knowledge transfer mechanism

The previous sub-sections explained the ability of the Mind to map given problem to its memories and to enrich the task representation with relations from its LTM. However, those mechanisms are too unspecific and cannot lead to an answer of a specific question. To tackle this issue the specific questions of Rascalli users should be represented in a form which contains information about the specific answer expected (e.g. a name of a music album or a child, see the example in Section 4).
The utterances from the user may have the form of a question, or just a statement. In both cases, there is a task that should be performed and it is to provide information, related to the user utterance. The representation of utterances in structured, symbolic form is a challenge taken alone. In the simulation presented we assume that it can be solved satisfactorily at least for simple questions or information retrieval tasks.
The specification of the question is made ‘by hand’ by adding two tags – ‘:of-interest’ for the elements of information given in the question and ‘:question’ to define the type of the question and what is specifically asked for if the latter can be extracted from the question. The new tags allow distinguishing specific from general questions and influencing the transfer mechanism accordingly. When the ‘:question’ tag is present specific information can be transferred by a special mechanism to be described next.
Suppose for example that the user asks Rascalli to tell him/her something about the singer Madonna. It is possible some knowledge about Madonna’s religion and children become active enough and enter WM. However, the anticipatory mechanism would not allow these statements to be transferred (and hence reported to the user), because there would be no hypotheses for all arguments of the respective relations (the relation ‘has-children’ has two arguments – ‘Madonna’ and ‘J&M’, but only the former has correspondent element in the question; the same is true for the relation ‘has-religion’). Thus, the parts that are present in the question and are supposed to be in the answer (‘Madonna’) are marked with the tag ‘:of-interest’. The modification of the anticipatory mechanism allows relations to be transferred even if not all of their arguments have been mapped (thus the whole coalitions for Madonna’s children and Madonna’s religion would be transferred).

However, when the Mind has to find an answer to a specific utterance (like “Who are Madonna’s children?”), the needed information (‘children’) is presented will have the tag ‘:question’. It serves as a placeholder for the real information which has to be found. In this case the instance of ‘children’ has to be "replaced" with real information, coming from Rascallo/a LTM or from an external DB.

Thus, according to this mechanism for knowledge extraction, after only one of the arguments of a certain relation is mapped, the other arguments are directly transferred after verifying whether the first argument has tag ‘:of-interest’. At the same time, the extracted information can replace some empty placeholders that have the tag ‘:question’. This new mechanism works locally and in parallel with all other mechanisms and due to the distributed representation, it allows some knowledge to be extracted from LTM. The relevance requirement, however, still holds because knowledge retrieval is constrained in two ways: first, transferred micro agents should be sufficiently active (i.e. relevant); and second, the tag ‘:question’ should be present in the question elements for a transfer of specific information. 
Some concept micro agents in LTM, however, serve implementation purposes only. For example, the relations and arguments that serve the use of different Tools (see Figure 1) are of this type. In order to account for this situation, one additional constraint was added. These special concepts are defined as static-concepts and do not participate in the mapping mechanisms, including the knowledge extraction mechanism. They participate, however, in the activation spreading mechanism and thus can cause various priming effects.

3.4
Action transfer mechanism

The final mechanism needed to close the perception-action cycle is the selection and sending of an action command. It is triggered by the so-called cause-relations that are linked to the GOAL due to the anticipatory transfer process. The cause-agents represent causal relations. A cause-agent linked to a goal agent (e.g. ‘find-album’) receives the ‘:close-to-goal’ tag. If a ‘close-to-goal’ cause-agent participates in a winner-hypothesis, it checks its antecedents for action micro agents (micro agent describing an action). If all these conditions are met, the action mechanism executes the action.

Thus, when a whole structure from INPUT to GOAL, supported by enough winner-hypotheses establishes, the respective actions would be triggered for execution.

However, all these mechanisms run in parallel and continuously in time. The program does not stop after searching in the database. For example, the execution of the action ‘search-in-DB’ just causes the creation (by the appropriate Tool) of a new agent – the result of the searching. The new agent enters WM, emits a marker, creates its own hypotheses, and gives rise to other anticipations and the processing continues.
3.5
WM cleanup and learning
The capability of Rascalli to give reasonable, context-sensitive, and flexible answers to simple questions relies on previous knowledge in LTM. Without the possibility to acquire knew knowledge and to modify the existing one the system would be rigid and limited.
Thus, various mechanisms for working memory cleanup and episode storage have been developed. They can be summarized with the following algorithm: (1) Define the moment when the goal is achieved. Usually this is after the system assumes (by anticipating it) that the owner would be satisfied by the answer and after all sub-goals for searching in DB-s etc. are satisfied. After that: (2) erase all current correspondence hypotheses. (3) Delete all markers in all concepts. The relevant instances would enter in WM if a new question is asked and would emit new markers. (4) Terminate all suspended symbolic operations. They are not relevant anymore. (5) Create a new episode with all the elements from the old question including the answer and the user evaluation. (6) Adjust the inverse links from the concepts to the instances of concepts in the new episode. Create new inverse links for the micro agents from the previous question with weight, proportional to the current activation level of the respective instances (a Hebbian-like learning).

Equipped with these routines for WM cleanup and episode storage, the system is able to work continuously, without interruption between the questions; it enriches its memory with new information after each session, and it is able to support and use the context of a continuous conversation. 
All these abilities of Rascalli are demonstrated with the simulation, presented in the next section.
3.6
Mind and Body

As described above the Body of the Rascalli platform provides an interface to various Tools for communication, exploration and information acquisition (see Figure 1). The Tools and the Mind communicate via a sensory-motor layer that translates the agents from the Mind into Resource Description Framework (RDF, see http://www.w3.org/RDF/ for details) messages to the Tools and vice-versa. The Tools themselves carry out various tasks – translating natural language into RDF graphs, translate RDF graphs into natural language and voiced by Rascalli.

The Sensory-Motor Layer essentially translates RDF graphs into DUAL micro agent structures and vice-versa. The Action Layer additionally decides which Tool to use based on the RDF command. This process is completely automated, as the Mind’s internal representation format and the RDF ontology have a similar structure. The rest of the information contained in an AMBR agent is depending on the type of the RDF node (object or predicate) and the additional information, present in the global ontology. The final result is that the Tools can send any message to the Sensory Layer and it will create structures that participate in the mechanisms of the Mind. If the result of a reasoning process is an action the latter is translated by the Action Layer into an RDF which is passed to the appropriate Tool.

The current implementation of the Mind deals with three basic Tools – for input processing, database search and output of messages to the user. This is the minimal set of Tools required for Rascallo/a to understand a request from the user, undertake some action(s) to satisfy this request and finally report the answer back.

The input processing Tool should handle the utterances coming from the user. This Tool has to do extensive analysis of the utterance in order to produce not only the conceptual structures needed (see Section 4), but also to provide context information over the type of the utterance (question, greeting, etc.) and any other useful information.

The data source search Tool has to accept RDF graphs as input and search for the required information in data bases or ontologies. The output of the Mind always has two parts: one that is provided and is going to be returned back to the Mind and one that serves only as a “place-holder” and has to be filled in by the Tool. It must be noted that engines working with ontologies are becoming extremely fast in executing such requests in the last years. When outputting the result back to the owner, the appended nodes from the data source search Tool are attached to the INPUT node of the Mind. Providing that they are of the requested type, they are going to trigger the creation of correspondence hypothesis agents and participate in the mechanisms for knowledge extraction and action described in previous Sections.

The messages output Tool makes sends the answer to the user via the ECA. It is able to interpret RDF graphs and “speak them out” to the user. The ontology shared by all the Tools and the Mind has the lexical knowledge needed to communicate the of the RDF graphs in a meaningful natural language.

[image: image2.png]Wr -

mput) Britney Spears



[image: image3.png]Madona ) Jdohnand Merry




4
PUTTING EVERYTHING TOGETHER: SIMULATIONS

In order to test the system, a scenario was developed that demonstrates the ability of the Mind to deal with user’s queries, search in a database, provide information on demand, and in the same time preserve context between utterances.

The scenario consists of a dialog of five utterances in the music domain – artists and details about their personal lives like religion, children, etc.

Figures 2-6 provide a simplified representation of the input and output, and the internal state of the Mind. 

The first utterance is “Tell me something about Britney Spears”.
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The input processing Tool processes the words and sends the message representation to the input of the 
Figure 2: Tell me something about Britney Spears
Mind (see Figure 2). Britney Spears is of interest to the Mind, so it tries to transfer information and link it to the Britney Spears. The Mind has in its LTM information about Britney Spears so it is activated by the question and is transferred by the anticipation transfer mechanism described in Section 3 and the parts in this information compete among them (Figure 3). Eventually, the information about the album Blackout wins the competition, as it is considered most relevant and it is sent as answer to the user.
The second utterance is a question: Who are the children of Madonna? The representation is shown in Figure 4. It can be noticed that this time the utterance is specific about what is needed – the names of Madonna’s children – so the node representing it has the tag ‘:question’. The rest of the message has the tag ‘:of-interest’. 
Figure 3: Information about Britney Spears
Figure 4: Who are the children of Madonna?
The system tries to replace ‘child’ (with tag ‘:question’, subsection 3.3) with information from LTM. We assume that this information is available to the Mind so it is provided as shown in Figure 5. 
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Figure 5: The children of Madonna are John and Merry
The third utterance from the simulation is the same as the first one – “Tell me something about Britney Spears”. One option for the Mind is to answer as in the first question by giving the name of an album. But its internal state is determined be the second question related to the children of Madonna. There is no information about the children of Britney Spears in LTM so the Mind primed by the second question decides to search for it in DB where such type of information is available. The command sent to the data source search Tool contains the Britney Spears, the “has-child” predicate and the ‘child’ as something to be filled in. The former two are marked with ‘:of-interest’ tag and the latter with the ‘:question’ tag. This information allows the data source search Tool to transform this message into a search in the musical DB with key words ‘child’ and ‘Britney Spears’, the answer is completed with the new information and sent to the user via the output Tool.

The fourth utterance is again a specific question: What is the religion of Madonna? The Mind has such information, so it transfers it to the target and thus provides the answer to the user.
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The fifth utterance completes the priming demonstration of the scenario. It is again the same as the first and the third question: Tell me something about Britney Spears. Again the Mind has this information in the LTM and directly provides the answer – Britney is Christian.
Thus, during this small simulated conversation the main advantages of the system with respect to context sensitivity have been demonstrated. The performance observed is a combination of DUAL/AMBR mechanisms and a set of newly developed ones based on the main principles of this cognitive architecture
Actually, this simulation demonstrates that the major mechanism needed for realistic situations are present in the Rascalli Mind. Rascalli can encode the incoming information, can reason using cognitive mechanisms, can act according to the tasks, and can learn and adapt itself. 

6
Conclusions

In this paper we presented a full working model of the mind of a future ECA based on the cognitive architecture DUAL augmented with a number of new mechanisms. The simulated agent was able to carry on a simple conversation consisting of a series of questions and displayed context sensitivity in its answers, which are essential for a more natural and flexible conversation with a user. The newly developed agent will be integrated in the general Rascalli platform developed in the Rascalli project and efforts are currently in progress to make automatic the question encoding at least for a limited domain set of questions.
Future work will involve the exploration of the analogy making capabilities of the DUAL/AMBRE model on a new scenario.
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