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Executive Summary
Different kinds of RASCALLI Music Demonstrators have been implemented, based on the Mind-Body-Environment (MBE) agent architecture. The different implementations demonstrate the versatility of the RASCALLI platform and explore different aspects of the RASCALLI system. We will first give a brief overview of the MBE architecture and then describe the implemented demonstrators. Finally, we present the various user interfaces of the RASCALLI Music Demonstrators.
Mind-Body-Environment Agent Architecture
The agents implemented in the RASCALLI project are based on what we call the Mind-Body-Environment (MBE) agent architecture. Figure 1 presents a high-level view of this architecture: An MBE Agent consist of a central control unit (mind), and a set of sensor and effector tools (body), which serve as the mind's interface to the environment. The environment consists of services available on the Internet (e.g. search engines or web services), domain-specific databases, human users, other RASCALLI agents and generally any resource or service accessible from the computer executing the agent.

Communication between mind and tools is based on a shared ontology, describing tools, actions and sensory data so that the mind can interpret messages received from its sensor tools (e.g. a question asked by the user or the result of a database query), select an appropriate action (e.g. respond to the user or access a database), and instruct one of its effector tools to execute the selected action, by sending the action parameters to the tool (e.g. an answer to the user's question or a database query).

The RASCALLI project consortium has agreed on this architecture for the following reasons:

· The basic human-like metaphor of an entity comprising a mind and a body allows for arbitrarily complex implementations of the mind, which can make use of a growing set of tools to perform their tasks on the Internet. The mind implementations can be simple rule-based action selection or complex cognitive architectures, including cognitive aspects such as learning and planning.
· New tools can be added easily by
· implementing or integrating them with the platform,
· extending the shared ontology, and
· extending the mind to actually use the new tool.
· The simple architecture with only two roles (mind and tool) facilitates integration testing, because each component can be easily replaced with a dummy implementation. For example, a dummy mind can be implemented to test a set of tools even when the actual mind implementation is not yet able to work with them
.

The following sections describe the implementation of this agent architecture within the RASCALLI platform.
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Figure 1: A high-level view of the Mind-Body-Environment agent architecture.
MBE Agent Architecture Layer
The Architecture Layer
 defines the basic roles for components of the Agent Component Layer, namely Mind and Tool. While the Java interfaces for these roles are very simple (the Mind must be able to process input data and a Tool must be able to execute an action, based on some sort of action data), the data sent across these interfaces can be arbitrarily complex and is encoded as RDF
 graphs. These are based on the internal ontology shared between Mind and Tools.

In addition to the basic roles (interfaces), the architecture also implements a Java class MBEAgent (see Figure 2). This class serves as a container for a Mind and one or more Tools to form an actual agent. A component called Action Dispatcher is used by the MBEAgent to forward actions issued by the Mind to the appropriate tools. Finally, the MBEAgent provides access to various platform services to the agent components (e.g. the Configuration Service, the Event Service, the Jabber integration and the RSS Manager).

The architecture layer also provides extensive support for RDF handling so that data exchange between Mind and Tools can be implemented in a straight-forward manner.
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Figure 2: MBE Agent class diagram
MBE Agent Component Layer
This section describes some of the Mind and Tool implementations used in the RASCALLI agents. They form the basis for the MBE agent definitions described in the following sections.
MBE Tools

In the following, we give a brief overview of the major Rascalli tools.

T-MMG (OFAI) is the central tool for output generation. The tool operates on sting- and graph-based representations and produces multimodal output for driving the ECA as well as output suitable for the Jabber and the Web interface of the Rascalli.
T-ChatBot (OFAI) equips the Rascalli with a chat bot mode in order to keep the user entertained and to increase the dialogue capability of the agents especially in reply to user questions and statements that are not domain related, such as "I think you are from Mars." T-ChatBot is an interface to the Program D Java implementation of an ALICE chat bot.

T-Jabber (OFAI) allows a RASCALLI agent to be present in the Jabber network.

T-RSS (OFAI) monitors the RSS-feeds introduced by the user to their Rascalla/o, and informs the user about results from new feeds employing the ECA or the Jabber interface.
T-QA_open_domain (OFAI) is a full-fledged open domain question answering component, that equips the Rascalli to potentially find answers to questions from unrestricted domains. 
T-QA_gossip_domain and its components Dialogue Input Analysis Tool and Response Tool (DFKI): Starting from a QA system that was able to handle a limited list of factoid questions and returned the answers from the gossip database in their raw form, we enhanced this component gradually to i) encompass a much wider variety of accepted input forms, ii) present the answer in a full sentential form, iii) handle discourse-specific phenomena, namely pronouns and clarification questions, iv) apply deep NLP processing PET for the question analysis. The resulting system still provides QA functionality as its core, however wrapped in a smooth and connected natural language dialogue.
T-Wikipedia (OFAI) allows the Rascalli to access the Wikipedia online resource while interacting with the user. 
T-Nalqi (OFAI) transforms NL questions to queries to the RASCALLI knowledgebase.
T-IP and its variants T-IP4Dual, T-IP4Simple, T-IP4Adaptive (OFAI) provide the central capability for the Rascalli to perceive user input. 
MBE Mind Implementations

Simple Mind (ARC): A simple rule-based mechanism for action selection with minimal internal state. The Simple Mind extracts relevant information from the input data and passes the information on to the appropriate effector tool.
Adaptive Mind (OFAI): The Adaptive Mind extends the Simple Mind by a learning component for episode-based action selection, a dialogue model and memory. The Adaptive Mind is presented in more detail later in this document, p. 7ff. 
TRIPLE Mind (NBU): NBU has developed a new cognitive architecture (called TRIPLE) based on the experience with the DUAL/AMBR architecture. The new architecture proposed inherits some key features of DUAL/AMBR like activation spreading based relevance estimation and analogy making some of which are implemented via more efficient underlying mechanisms. Additionally the TRIPLE architecture has some important additional capabilities such as formal reasoning and emotions. The implementation of the model has been carried out by NBU and ONTO and achieves the efficiency needed for an interactive application due to the efficiency of the algorithms, the RDF based knowledge representation and reasoning. An important part of the new architecture is fast Similarity Assessment Engine which is based on a activation spreading, similarity between task elements and memory, and constraint satisfaction. Its functioning is based on distributed representations of the memory elements based on the structure of the knowledge base. The formal inference mechanisms, which are an important novelty of the model, are implemented by ONTO on the basis of fast RDF-based partial and complete reasoning. They are included together with mechanisms for reasoning, action and perception taken from the DUAL/AMBR architecture in the so-called Reasoning Engine, developed and implemented in JAVA by NBU. 
RASCALLI Music Demonstrators

Simple Music Companion (ARC)
The Simple Music Companion is an agent definition comprising the Simple Mind and all of the available Tools. It was originally implemented as a proof of concept for the platform and the MBE architecture, but is now also used as a base-line for evaluating other agent definitions.
Basic functionality includes:

· Answering the user’s questions, using domain specific databases (music similarity, gossip database) and open domain question answering.

· Filtering RSS feeds according to the interest profiles created by the user in the music browsing interfaces (see below).

The Simple Music Companion does not implement any advanced cognitive aspects, such as learning. Instead, it performs (hard-coded) rule-based action selection in a purely reactive manner (it reacts to user inputs and newly published RSS items).

Adaptive Music Companion (OFAI)
The Adaptive Music Companion is an extension of the Simple Mind Music Companion. It combines 
· rule-based action selection, 
· reinforcement-based action selection learning through the assessment of previous episodes of interaction between the individual Rascalla/o and its user, and
· a simple model of awareness of the Rascalla/o about its own action capabilities.

The Adaptive Music Companion was implemented for practical reasons as an intermediate version between the Simple Music Companion and the TRIPLE Music Companion. The Adaptive Mind Music Companion is a cognitively enhanced alternative to the Simple Mind, and an intermediate step towards a music companion driven by the TRIPLE mind. It features all tools in their final realization, incorporates the DFKI domain-specific NL processing components, and the ARC/RSA Agent Modelling Server. It also integrates the full range of RASCALLI interfaces which are: the Nebula Client, the Web Interface, the Jabber Client, the Music Explorer and the Visual Browser. It integrates a realization of T-MMG capable of handling RDF graphs and functioned as a testbed for the integration of the RDF-capable version of T-IP. The RDF-capabilities of both tools are necessary preconditions for connecting the TRIPLE mind with the rest of the RASCALLI system. 

In the following, we present OFAI’s Adaptive Mind implementation.
In Figure 3, we give the big picture of the Adaptive Mind depicting its components and general data flow from and to the Adaptive Mind. User input passes through the perception layer (T-IP; for a detailed description of T-IP see WP2). The input analysis is then sent to the mind. The action selection component of the mind triggers appropriate actions using the action dispatcher. Tool output is sent back to the mind. Depending on the output received by a tool, other tools can be triggered, or the mind sends a message to the user (e.g. communicating tool output). The action selection component interacts with the different parts of the agent's memory.

Figure 4 shows how the Adaptive Mind handles user utterances. The arrows are numbered for easier reading. The input analysis is sent from T-IP to the mind (2). Since the input is an utterance (and not feedback, as in the next image), the mind uses the episode-based action selection component which finds the optimal action to perform depending on previous interactions with the user. Once an action is selected, it is executed using the Action Dispatcher (4, 5). The output of the tool is passed back to the mind (or an error message is sent if problems arise) (6, 7). The adaptive mind decides what to do with the output of the tool using action rules. Either the tool output is communicated to the user (8a), or the a new action is to be performed (8b). In the latter case, steps 4, 5, 6, 7 are repeated. In the first case, dialogue management is used to pass the tool output to the user by calling the MMG tool (again through the Action Dispatcher) (9). The MMG tool then sends an answer to the user interface (10).

Figure 5 shows the data flow for processing user feedback. Feedback is perceived through the perception layer. The IP tool converts the user feedback into the format required by the mind and passes it on. Inside the mind, action rules are triggered as soon as feedback is received. On the one hand, the feedback is used to update the memory of the agent.

The current episode is stored in the episode base (including whether it was successful or not). The interaction model is also updated with the success status of the past action. 

On the other hand, the agent shows an adequate reaction to the user's feedback by giving a reply and adapting its posture accordingly.
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Figure 3: Adaptive Mind – Big Picture and Data Flow
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Figure 4: Adaptive Mind – Processing of User Utterances
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Figure 5: Adaptive Mind – Processing of User Feedback

TRIPLE Music Companion (NBU)
The model TRIPLE, introduced for the first time in [GrinbergKostadinov2008]

[image: image7.wmf], has been designed to be an efficient cognitive model for RASCALLI agents. It has substituted the DUAL/AMBR [Kokinov1994]
 architecture although it is connected to the latter by inheriting some important mechanisms from it. TRIPLE, similarly to DUAL/AMBR, makes use of spreading of activation as a method for retrieval from memory of the most relevant episodic or general knowledge. The mapping of the knowledge retrieved to the task at hand and to the current input to the system is based on similarity and analogy in both models [KostadinovGrinberg,2008]
. However the underlying mechanisms are essentially different. In TRIPLE, an attempt has been made to achieve the same and better functionality on the basis of clearly separated symbolic mechanisms (reasoning, inference, consistency checks, anticipation, etc.) and connectionist mechanisms (spreading of activation over different types of connections, similarity assessment based on distributed representations and activation, etc.). A third component is the emotional module (EE) which is missing in DUAL/AMBR [KiryazovGrinberg,2009]
.

On the one hand, TRIPLE includes all the necessary mechanisms to be a fully fledged cognitive architecture and on the other hand its implementation has been subject to maximal computational efficiency requirements in order to allow real time functioning. These two constraints lie at the basis of the architecture: adding all the useful cognitive modeling techniques which allow flexibility, context sensitivity and individuality of the agent and at the same time achieving maximal computational optimization of the implementation and including for instance very efficient inference methods [KiryakovOgnyanoffManov2005]
.

Following this strategy, the model has been designed in three parts that function in parallel. The so-called Reasoning Engine (RE) is coordinating and synchronizing the activities of the model and relates the agent with its environment and with the tools it can use in this environment like communicate with a user, access and retrieve knowledge from ontologies, etc. [GrinbergKostadinov2008]4. RE is also responsible for instance learning – storing of useful episodes in LTM after evaluation. Part of RE is the Inference Engine (IE) which operates on a limited amounts of active relevant knowledge (the most active part of the WM of the agent). Its main role is to augment parts of WM with inferred knowledge and do consistency checks.

The second module of TRIPLE is the so-called Similarity Assessment Engine (SAE) [Grinberg&al.2009]
. It is designed to be a connectionist engine, based on fast matrix operations and is supposed to run all the time as an independent parallel process. The main mechanism is activation spreading in combination with similarity or correspondence assessment mechanisms which allow retrieval of knowledge relevant to the task at hand. The communication of SAE with RE is based on events related to the level of confidence for a match between the task and WM content. The information retrieved can correspond to the input and goals of the architecture at different level of abstraction base on flexible similarity assessment mechanisms thus allowing for case based reasoning and analogy. The main principle behind SAE is the formation of various distributed representations based on symbolic representation of knowledge. Such distributed representations encode different aspects of the symbolic knowledge and allow for connectionist type of processing with all its advantages. 
The third important part of the architecture is the Emotion Engine (EE) [KiryazovGrinberg2009]7 which is based on the FAtiMA emotional agent architecture [DiasPaiva2005]
. FAtiMA generates emotions from a subjective appraisal of events. EE, similarly to SAE, is supposed to run in parallel and influence various parameters of the model like the volume of WM, the speed of processing, etc. [VankovKiryazovGrinberg2008]
 for a simple exploration of the role of emotions on analogy making). The availability of the emotional engine allows for higher believability and usability based on the emotional expressions and gestures corresponding to the current emotional state of the agent. 
[image: image8.emf]
Figure 6: Structure of the TRIPLE cognitive architecture.

A schematic presentation of the TRIPLE cognitive architecture is given in Figure 6. And the way it operates is the following. All the knowledge is organized as a semantic network in which there is general knowledge expressed as concepts (including relations) and instances of concepts. The latter are used to store episodes which form the episodic memory. All knowledge to become accessible to the architecture must be expressed as sub-classes and/or instances of existing concepts in LTM (i.e. in symbolic form). The communication with the environment is organized as input to the system (via the sensors of the ‘Body’) in which the task and the goal are described and attached to the LTM by RE. All concepts and instances of concepts are considered to be nodes of a neural network with the task nodes as sources of activation as in the DUAL/AMBR architecture [Kokinov1994]1. Whenever there is input to the system activation is spread throughout LTM and relevant nodes start to become activated. The level of activation is considered to be a measure of the relevance of the activated knowledge to the input presented. The most active part in LTM is considered to be the WM of the system. The SAE is running all the time and in parallel trying to establish correspondences between the input and the output thus looking for past episodes or knowledge that could help the completion of the task. The correspondence can be established based on similarity, analogy, semantic relation, or on any other meaningful principle. The higher the level of correspondence is, the higher the probability of attracting the attention of the system is, in which case RE retrieves the correspondence hypothesis and starts the evaluation process. The processing in RE is limited to the most active part of WM is serial and is considered to correspond to processing which require attention and awareness. Such are the inference and consistency check processes which are part of the evaluation and transfer made by RE. If the evaluation is successful additional knowledge is transferred from long term memory which is evaluated on its turn by RE. If a correspondence contradicts previous knowledge or is impossible it is suppressed. If for some reasons no appropriate knowledge in LTM is retrieved RE starts a process of augmentation of the task description by using inference and entailment. This allows for more flexibility in the retrieval and encoding independence. Once a good candidate for task solution has been retrieved and evaluated it is transformed into appropriate actions and sent to the sensory-motor layer for execution (see Figure 1).
The TRIPLE-based cognitive model is integrated with the general RASCALLI architecture and is able to perform successfully on the scenarios implemented earlier for the DUAL/AMBR architecture. 

Appraising Music Companion (OFAI)
This work is part of OFAI’s contribution to the RASCALLI project from “own” resources, i.e. resources other than those funded by the RASCALLI contract. 

In order to develop an Appraising Music Companion, we have applied a scenario-based analysis method to explore the possibilities for testing deep models of affect within the RASCALLI framework. While NBU has explored a deep model of affect, influence core mechanisms of the mind such as activation spreading and constraint satisfaction, OFAI’s 
Appraising Music Companion is a proof of concept for the simulation of affect using the RASCALLI platform. 
Scenario-based analysis
The companions developed in RASCALLI were subjected to analysis using the scenario-based method described in [Rank2009]
. This notion has been previously proposed as a tool for the comparison of affective agent architectures in the EU-project Humaine [RankPetta2006]
, but it is also suitable for the design of such architectures by making criteria applicable to different agent applications explicit.

One of the benefits for design is to clarify what potential for emotional interaction a specific scenario for an artificial agent actually has, i.e. what (artificial) emotions are possible in it and which can only be portrayed. Such an approach avoids the problems of integrating emotional states as shallow reifications without grounding in the interaction between the agent and its environment. The purpose of the implementation presented here is to explore the possibilities for testing deep models of affect using the RASCALLI framework.

We have applied the scenario-based analysis method to the Music Companion, which is the central application example in the RASCALLI project. As the agents use turn-based question and answering as main pattern of interaction with a single user, from the viewpoint of the agent, interaction with the user is restricted to receiving a) natural language input that is predominantly interpreted as a question, and b) negative or positive feedback (scolding or praise) triggered by the user pressing dedicated buttons on the graphical user interface. The potential for emotion in this scenario is restricted to the feeling of competence when a specific question can be understood and answered correctly/appropriately (as far as the agent is concerned) and the potential for pride in case such a ‘good answer’ is rewarded with praise, as well as corresponding opposites.

Appraising Music Companion
As a proof of concept for the simulation of affect using the RASCALLI platform, a new variant of the Music Companion was implemented. This “Appraising Music Companion” adds a separate layer of explicitly represented concerns, i.e. dispositions to desire occurrence or non-occurrence of a given kind of situation active over a longer period of time [Frijda1986]
. Such a representation simplifies a basic requirement of the simulation of affect in an autonomous agent: the active construal of the subjective meaning of changes (including the passing of time) in relation to its concerns. Apart from the concern to answer questions, the implemented agent also considers possibilities to learn more about the preferences of the user by asking questions proactively and it is motivated by the need to receive regular input from the user and can choose to prompt or shun the user if this need is not met. This concern structure allows for the implementation of a companion with an attitude, i.e., a personality agent, that, while potentially less effective in the agent's task of providing access to information, shows a development opportunity towards more affective interaction.

For the implementation, an agent model based on the Java Agent Model (JAM, a descendent of the Procedural Reasoning System) [Huber1999]
, extended by appraisal mechanisms, called ActAffAct [Rank2005]
, was introduced into the RASCALLI framework. This agent architecture was added as a separate bundle that is used by a special implementation of the mind component bridging the two agent models by communicating perception and action requests between the world model of the ActAffAct agent and the Mind-Body-Environment model of RASCALLI. The ActAffAct interpreter is started by the mind component as a separate locus of control (in this case, a Java thread) so that it can trigger behaviour and manage its own state independently. Input processing done by the mind component uses the RASCALLI tool infrastructure and, at the same time, communicates input to the ActAffAct agent.

As a BDI-based architecture, ActAffAct provides a plan representation language, goal- and event-driven (i.e., proactive and reactive) behaviour, a hierarchical intention structure, and utility-based action selection. In addition, an appraisal register, a notion taken from TABASCO [Petta2003]
, adds the functionality of relevance detection by exploiting information about current activity used in the planning process. Figure 7 shows the parts of the ActAffAct agent architecture and its connection to the RASCALLI framework.

As an example scenario, the Appraising Music Companion waits for regular input from the user and prompts him or her in case this regular input is not received. The separate locus of control and the persistent representation of the current activity (e.g. that the user was recently prompted for input) allows the agent to use it and the elapsed time in the evaluation of the relevance of new input. The explicit representation of current activity also simplifies the evaluation of praise and scolding actions in so far as this activity can always be assumed to be the target of positive and negative feedback (even if this might not be the actual intention of the user). 
The implementation of the appraising music companion shows that the RASCALLI platform is a suitable basis also for implementing a deep model of affective mechanisms as described by appraisal theories of emotion. The scenario-based analysis of the Music Companion application pointed towards suitable extensions of the scenario for such an implementation, and the framework of the RASCALLI platform allowed the necessary extensions to be realized in a reasonable and straightforward manner.
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Figure 7: ActAffAct agent components (based on JAM) bridged to the RASCALLI framework

User Interfaces

In the following, we give an overview of the user interfaces available for interaction between the users and their Rascalli. 
The Web Interface (ARC/RSA) 
The Web Interface 
· provides general information about the RASCALLI application and how to get started. See Figure 8 and Figure 9;

· handles user registration and creation of the Rascalli (Figure 10). During the registration process, the user is informed about the terms of use which must be accepted to complete registration. In addition, the user must specify whether the newly created Rascalla/o should be publicly visible or not. Only those Rascalli that are made public by their users are accessed when looking for other Rascalli for information exchange.
· supports the management of one’s Rascalli by providing an overview page of all Rascalli that belong to one user. From here the Rascalli can be activated, edited, or deleted and new ones can be created (Figure 11). The currently active Rascalla/o is highlighted. 
The active Rascalla/o can be informed about URLs that are of particular interest or disinterest for the user. From this page the Rascalla/o can connect to the domain-specific tools for monitoring user interests Music Explorer and Visual Browser, and the user starts a training session for her/his Rascalla/o. See Figure 12. Moreover the user may monitor the responses of her/his Rascalla/o to previous questions posted in the ECA interface.
The user may also monitor the profile the Rascalla/o has created by monitoring the user actions in the Music Explorer and the Visual Browser, and due to the Web content (Feeds) the user has made known to the agent. The user profiles are generated in the Agent Modelling Server (AMS) developed by the partner ARC/RSA. The AMS realizes one of the cognitive capacities of the Rascalli, namely learning and forgetting about the interests and preferences of an individual Rascalla/o’s user. Two aggregation strategies have been implemented. The one, PeaCountStrategy, collects the user actions and associated ratings adding them up over time. The other one, TimeWeakeningStrategy, applies a function of forgetting over time, thus compactifying the actual knowledge of the Rascalla/o. See Figure 13 and Figure 14 for an illustration of parts of an agent’s user profile according to the PeaCount and the TimeWeakening strategies, respectively. 
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Figure 8: Web UI: Entry page to the RASCALLI system
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Figure 9: Web UI: how to get started
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Figure 10: Web UI: creating a new user and Rascalla/o
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Figure 11: Web UI: Overview of Rascalli belonging to an individual user
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Figure 12: Web UI: Possibilities to inform one's Rascalla/o
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Figure 13: Web UI: user profile (PeaCountStrategy)
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Figure 14: Web UI: user profile (TimeWeakeningStrategy)
Domain-Specific Profiling Interfaces

For providing the Rascalla/o with information about the user’s music interest and artist preferences the two applications Music Explorer (MEX) and Visual Browser (VB) are employed. 
Music Explorer (ARC/RSA)

MEX helps the user browsing through a large music base by searching for genres, artists and tracks (Figure 15). After the user has selected an artist of interest, in our example Peter Tosh, she/he is presented with the albums and tracks of the artist in question available in the RASCALLI music database. The user may listen to sound bites of selected tracks (Figure 16) and search for similar sounding tracks (Figure 17). In addition, the user may vote the track (liking, disliking). All the information from the user’s clicking behaviour is monitored by the active Rascalla/o employing the Agent Modelling Server, and becomes part of the agent’s user profile. 
From the artist page in MEX the user may switch to the Visual Browser by clicking on an information icon to the right of the artist name, see Figure 16, and get background information about the artist in question. 
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Figure 15: MEX: entry page
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Figure 16: MEX: artist page with albums and tracks and a link to VB given the artist is known to VB
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Figure 17: MEX: similar sounding songs to a seed song  (Here Peter Tosh "Legalize it")
Visual Browser (DFKI)

The Visual Browser /(VB) is the Web interface to DFKI’s gossip data that have been retrieved employing cutting edge information extraction technologies developed by DFKI within the RASCALLI project building on technology already existing at DFKI. The knowledge base contains profile information of musicians and their social connections. Concerning the richness of profile information, there are 38,758 persons including 16,532 artists and 1,407 music groups; for the social connection, there are 14,909 parent-child, 16,886 partner, 4,214 sibling, 308 influence/influenced and 9,657 group-member relational pairs. 

In Figure 18, the artist information about Peter Tosh available in the gossip knowledge base is presented. This covers background information such as name, birth place, gender, etc., the social relations of the artist, such as parents and partners, and band colleagues in case of membership in bands, and last but not least information about the professional career of the artist. Again the clicking behaviour f the user is monitored by the active Rascalla/o and incorporated in its user profile making use of ARC/RSA’s AMS. From VB the user may switch back to MEX by clicking on the artist name. 
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Figure 18: VB: artist information from DFKI's gossip knowledgebase (here information on Peter Tosh)
ECA Interface 

Apart from the Web Interface and the domain-specific training application MEX and VB, the main interface for interacting with one’s Rascalla/o is the RASCALLI 3D client. The client is a 3D animation engine which runs on the user’s PC. The user may chose between a male and a female agent (Figure 19). 

The user can communicate with her/his Rascalla/o via text input. The Rascalla/o answers in a multimodal way including speech, facial expression, gesture and posture. Information is presented to the user via spoken utterances and via a TV screen for presenting Web pages. The screen is integrated with the 3D environment of the Rascalla/o. Figure 20 to Figure 22 show examples for Rascalli answers to user questions such as “Where was Madonna Born?”, “Who is Carla Bruni?”, “Are Michael Jackson and Richard Gere connected?”. The user may assess the Rascalla/o answer via “praise” and “scolding” buttons. Positive and negative user feedback influences the further action behaviour of the Rascalla/o.
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Figure 19: ECA; male and female representation
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Figure 20: ECA: Multimodal answers: illustrating geographical information
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Figure 21: ECA: Multimodal answers: complex answers with heterogenous information
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Figure 22: ECA: Multimodal answers:graphical instead of verbal answer

Jabber Interface 
Via a Jabber client, the Rascalli are connected with the Jabber network and can post novel information to the user. As an example see Figure 23. 
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Figure 23: Example for a Rascallo Jabber interface
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